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Abstract. The behavior and performance of four cloud condensation nucleus instruments are
theoretically analyzed. They include the static diffusion cloud chamber (SDCC), the Fukuta
continuous flow spectrometer (FCNS), the Hudson continuous flow spectrometer (HCNS),
and the California Institute of Technology continuous flow spectrometer (CCNS). A numeri-
cal model of each instrument is constructed on the basis of a general fluid dynamics code cou-
pled to an aerosol growth/activation model. Instrument performance is explored by simulating
instrument response when sampling a monodisperse ammonium sulfate aerosol. The uncer-
tainty in the wall temperature boundary condition is estimated for all the instruments and is
found to be appreciable only for the CCNS. The CCNS and HCNS models reasonably repro-
duced experimental data, while reported limits were also verified by the FCNS model. Re-
garding the performance of each instrument, simulations show that the SDCC produces drop-
lets that are monodisperse to within 10% of the particle diameter (for particles of a constant
critical supersaturation). The FCNS can potentially activate particles over a wide range of
critical supersaturations, but the prevailing design exhibits low sensitivity to particles with
critical supersaturations below 0.1% as a result of the short time available for droplet growth
under low supersaturations. The resolution capability of both HCNS and CCNS with respect
to critical supersaturation is shown to be particularly sensitive to operational parameters. This
is a consequence of the strongly nonlinear nature of droplet growth; droplet size cannot always
be used to distinguish particles with different critical supersaturation because of the growing
droplets’ trend toward monodispersity. Of the two instruments, the HCNS generally displays
higher resolution capability. This is attributed to the smoother and monotonic supersaturation
profiles established in the HCNS. While different design parameters or operating conditions

may lead to modest shifts in the performance from that predicted here for any of the four in-
struments, the essential features described in this paper are inherent to their designs.

1. Introduction

In theory, the cloud droplet activation spectrum of atmos-
pheric aerosols can be inferred on the basis of composition.
Measuring the complete chemical composition of atmospheric
aerosol as a function of particle size in real time, however, is
not yet possible. Therefore a direct measurement of the parti-
cles that activate to form droplets under supersaturations typi-
cal of atmospheric clouds is the accepted way to experimen-
tally measure cloud condensation nuclei (CCN). Existing in-
struments to determine the CCN distribution expose an aero-
sol sample to a controlled environment with known water su-
persaturation profiles; the activation spectrum is then obtained
by measuring the number (or size distribution) of particles that
activate.
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This study analyzes the performance of four existing CCN
instrument designs. The main focus of this work is to deter-
mine the capability of each instrument (or, more precisely, of
the methodology embodied by each instrument) to resolve a
CCN activation spectrum. The resolution computed is solely a
result of the process of CCN activation and growth within
each instrument; uncertainty introduced by the droplet detec-
tion system is not considered. Furthermore, the models con-
structed here represent idealized instruments. This abstraction
allows one to calculate the best possible (theoretical limit)
resolution for an actual instrument; secondary effects not con-
sidered in these models will further degrade the resolution.

In addition to assuming idealized instruments, it is also as-
sumed that a perfectly monodisperse aerosol is introduced,
composed of pure (NH,),SO;. In reality, atmospheric aerosol
is polydisperse and with a nonuniform composition. As a con-
sequence, particles with the same potential for activation need
different times for growth; this should have a deleterious ef-
fect on the instrument performance but will not be addressed
in the current study.
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An important uncertainty arises from the water film tem-
peratures that are used to generate supersaturation in each in-
strument. Typically, CCN instruments measure and control
temperatures by using thermocouples (or thermistors) that are
embedded in the chamber wall rather than at the gas-wet sur-
face interface. The actual temperature difference between the
cold and hot water films is lower than the measured value
owing to the thermal resistances of the plate and films, leading
to a lower supersaturation than intended. As a result, the in-
ferred activation spectrum is biased toward smaller sizes.

In the sections that follow, the CCN instruments are de-
scribed; then the mathematical models used to simulate them
are presented. An estimate of uncertainty in the water film
temperature boundary conditions then follows. The response
to a monodisperse aerosol input is simulated for each instru-
ment. Finally, the performance of each (idealized) instrument
is assessed on the basis of these simulations.

2. Description of CCN Instruments

Of the CCN instruments currently available, we will focus
upon four: (1) the static diffusion cloud chamber (SDCC); (2)
the continuous flow parallel plate chamber, specifically, the
design of Fukuta and Saxena [1979] (FCNS); (3) the CCN
spectrometer of Hudson [1989] (HCNS) and; (4) the Califor-
nia Institute of Technology (Caltech) CCN spectrometer
(CCNS) [Chuang et al., 2000]. Other instruments, for exam-
ple, isothermal haze chambers (IHC) [Laktionov, 1972], have
been used to measure CCN but will not be discussed here.
IHC instruments do not actually activate the particles into
droplets but rather measure the diameters of particles in equi-
librium with an ambient relative humidity of 100%, from
which the critical supersaturation, S,, can be inferred. In the-
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Figure 1. Static diffusion cloud chamber (SDCC).
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Figure 2. Maximum supersaturation (percent) in the SDCC
as a function of hot and cold plate temperatures. Linear
temperature and water vapor concentration profiles are
assumed. Water vapor saturation pressure is calculated from a
correlation given by Seinfeld and Pandis [1998].

ory, this is not a limitation if the particles are composed of in-
organic salts, but ambiguity could arise if slightly soluble
compounds or surfactants are present in the particles [Alofs,
1978; Shulman et al., 1996].

2.1. Static Thermal Diffusion Cloud Chamber

These instruments are among the oldest for measuring CCN
concentrations. The original static thermal diffusion chamber
design [Twomey, 1963] consists of two parallel metal plates,
held at different temperatures, with their facing surfaces wet-
ted (Figure 1). Assuming quiescent conditions throughout the
chamber, linear temperature and nearly parabolic supersatura-
tion profiles develop between the plates, with the maximum
supersaturation located midway. Figure 2 shows the maximum
supersaturation generated in the SDCC for a variety of hot and
cold plate temperatures. The CCN that are able to activate at
the prescribed maximum supersaturation grow to become
large droplets and in this way are distinguished from those
that do not activate. The concentration of CCN that activate at
this prescribed supersaturation is determined by measuring the
droplet number concentration. In order to obtain the CCN
spectrum, the number of activated droplets must be measured
at several supersaturations, which is achieved by changing the
temperature difference between the plates. This process typi-
cally requires several minutes per spectrum [Lala and Jiusto,
1977]. The lowest critical supersaturation that can be meas-
ured in the SDCC is around 0.2% [Sinnarwalla and Alofs,
1973].

One of the primary challenges regarding SDCC measure-
ments involves the method used for counting the particles that
activate within the region close to the maximum supersatura-
tion. Initially, direct counting of the activated droplets was
used but has been almost abandoned owing to the difficulty
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Figure 3. Fukuta continuous flow spectrometer (FCNS).

associated with such measurements. Photometric estimation is
now the method of choice; concentration is inferred from the
light scattered off the growing droplets contained within a
view volume in the proximity of the instrument’s center. Re-
gardless of the scattering metric used (such as peak intensity,
rate of signal growth, etc.), each introduces uncertainties that
affect the resolution that can be obtained with SDCCs, be-
cause light scattering is a strong function of concentration and
particle size (both of which vary considerably during the
measurement).

One could make the simplifying assumption that all acti-
vating particles, regardless of their critical supersaturation,
have approximately the same growth behavior. This approxi-
mation is reasonable when the critical supersaturation, S,, is
much smaller than the maximum supersaturation, Sy (be-
cause then the driving force for growth is approximately equal
to the supersaturation). For S, close to S, particles with dif-
ferent critical supersaturations need different times to grow up
to a given size. Furthermore, the parabolic supersaturation
profile within the instrument exposes particles to different su-
persaturations within the view volume; so droplets with the
same critical supersaturation do not grow uniformly through-
out the view volume. The combination of a nonuniform super-
saturation profile and different growth rates among the acti-
vating particles generates a droplet distribution within the
view volume that contributes to the uncertainty in the aerosol
measurement. As was mentioned in the introduction, addi-
tional uncertainty could arise from the difference between the
imposed and effective temperature differences.

2.2. Continuous Flow Parallel Plate Diffusion Chamber

The continuous flow parallel plate thermal diffusion cham-
ber (CFDC) [Sinnarwalla and Alofs, 1973] was developed to
overcome some of the limitations of the SDCC. Because the
sample flow is continuous, the instrument operates at steady
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state, eliminating transients that complicate data analysis.
Furthermore, useful data can be obtained continuously, rather
than in the sampling intervals of batch cycle operation. When
the sample is confined to the region close to the centerline of
the instrument, all CCN are exposed to essentially the same
supersaturation. CFDC measurements are limited to supersatu-
rations larger than about 0.1%, owing to the long growth time
required at low supersaturations. When the two plates are ori-
ented horizontally, gravitational sedimentation limits the time
during which droplets experience a uniform supersaturation
and can cause significant particle loss within the instrument.
For vertically oriented plates, the maximum temperature dif-
ference that can be imposed is limited by buoyancy-induced
flows. Of the two configurations, however, the vertical seems
to be more effective and is normally used.

An improvement of the CFDC was proposed by Fukuta
and Saxena [1979] (FCNS). In this design, a gradient in tem-
perature is imposed perpendicular to the flow direction, so
that particles with the same residence time experience differ-
ent supersaturations along different streamlines (Figure 3).
This instrument therefore can be regarded as a series of CFDC
instruments operating simultaneously at different temperature
differences. Figure 4 shows qualitative temperature and super-
saturation profiles perpendicular to the flow for fully devel-
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Figure 4. Typical temperature and supersaturation profiles
for the FCNS along a flow section, for developed inlet
conditions.
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Figure 5. Hudson continuous flow spectrometer (HCNS).

oped laminar flow (neglecting sidewall and buoyancy effects).
The profiles for a given streamline are similar to those attained
in the SDCC at steady state; so diagrams such as Figure 2 can
be used for predicting S« at different positions in the instru-
ment. It should be noted that S,,,, is attained toward the exit of
the instrument, after the concentration and temperature fields
develop. A significant portion of the instrument is used to
“precondition” the aerosol flow, by developing the velocity
and temperature profiles before exposing the flow to the wet-
ted hot wall. If this is not done, incoming air that mixes with
saturated hot air in the entrance region of the instrument can
generate much higher supersaturations than intended. This
may bias the measurement by activating aerosol corresponding
to a different supersaturation than prescribed. Strictly speak-
ing, the FCNS is a particle counter, since each streamline is
exposed to only one supersaturation (after the flow completely
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develops). If all streamlines are simultaneously probed, a CCN
spectrum can be obtained in real time.

2.3. Dynamic CCN Spectrometers

The underlying idea behind these instruments is to expose
an aerosol sample to a variable supersaturation field and infer
the CCN spectrum from the outlet droplet size distribution.
CCN with low S, are expected to activate near the entrance of
the instrument, and so they have more time to grow than do
particles with higher S,; the latter activate farther down the in-
strument. Therefore the outlet droplet size is expected to de-
crease with increasing critical supersaturation. Furthermore,
the initial size of the particles entering the instrument (being
in equilibrium with the inlet RH) decreases with increasing
critical supersaturation, thus enhancing the size differences
between particles of different critical supersaturation, S.. The
sensitivity of the instrument depends critically on how the
outlet droplet size varies with particle dry size, and hence S..
Because the rate of droplet growth varies inversely with parti-
cle diameter, the droplet size distribution considerably nar-
rows as particles grow, implying that a very precise size meas-
urement may be needed at the outlet of the instrument. Com-
pared with SDCCs and CFDCs, dynamic spectrometers utilize
a completely different concept in instrument design, in both
the activation and size measurement components.

Hudson [1989] developed a dynamic spectrometer by
modifying a continuous flow thermal diffusion chamber
(HCNS) (Figure 5). This instrument exposes the sample air to
a supersaturation profile that increases in the streamwise di-
rection, as shown in Plate 1. The flow field is preconditioned
before a supersaturation is imposed, in a similar fashion to the
FCNS. Because the HCNS design measures particles over a
large range of S, simultaneously, CCN spectra can potentially
be determined rapidly. The reported range of measurable criti-
cal supersaturations in the HCNS is considerably larger than
that for thermal diffusion chambers, 0.01 to 1%, covering
much of the range of interest for climatically important warm
clouds. The supersaturation range is extended because low S,
particles are exposed to very high supersaturations, thus con-
siderably accelerating their growth. This instrument also uses
white light size detection, eliminating any size ambiguity from
Mie scattering resonances seen in laser size detection. Because
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Figure 6. Caltech continuous flow spectrometer (CCNS).
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Plate 1.

Typical supersaturation (percent) profiles for the HCNS along a flow section, for various

maximum temperature differences, AT, (the AT at the last segment). The temperature difference between
each segment is assumed to increase with a constant step (“linear ramp”) on both cold and warm sides. The
profiles are computed by using the HCNS numerical model in this paper.

of the speed and wide range of supersaturations that can be
covered, this instrument has been used frequently on airborne
measurements [McMurry, 2000].

The Caltech CCN spectrometer (CCNS) [Chuang et al.,
2000] (Figure 6) implements Hudson’s streamwise gradient
method in tube flow. A method originally developed by Hop-
pel et al. [1979] is employed to produce supersaturation in the
flow in a wet-walled cylindrical tube; the tube is divided along
its length into sections that are alternately heated or cooled. As
the air flows through the tube, it is saturated in the warm sec-
tions and then cooled to produce supersaturation near the
center of the tube. The supersaturation profile that develops
depends on the geometry of the segments, the flow rates, the
temperature difference, and the operating pressure. The super-
saturation is increased along the length of the tube by in-
creasing the temperature difference between successive tube
segments, leading to a centerline supersaturation profile such
as that shown in Figure 7. The first section can be used to pre-
condition the inlet flow.

Another important issue is to estimate the uncertainty that
would arise when calibration curves produced by using pure

salt aerosol are used to infer ambient CCN spectra. Both
spectrometers operate on the assumption that particles with
the same S, (but different composition) will have the same
growth behavior when exposed to an identical supersaturation
field. In reality, an even stricter constraint must be satisfied:
the Ko6hler curves need to be similar, which is not the case for
aerosol-containing surfactant and slightly soluble material.
Furthermore, the inlet air may also contain condensable gases
that can also have a large impact on the activation properties
of the aerosol; this may not be correctly accounted for in the
instrument. These issues are to be addressed in future studies.

3. Mathematical Models of CCN Instruments

To evaluate the performance of the different CCN instru-
ments, flow, heat, and mass transfer have been numerically
modeled within each instrument to determine the temperature,
water vapor, and supersaturation distributions as a function of
position and, for unsteady instrument operation, time. Particle
activation and growth are simultaneously simulated by track-
ing individual particles as they flow through the instrument.
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Figure 7. Indicative supersaturation (percent) profile for the CCNS along a flow section. The volumetric
flow rate is 0.7 L min™'. The profile is computed by using the CCNS numerical model of this paper.

The equations used to describe aerosol particle growth are first
given in the next section, followed by the general form of the
gas phase equations used for all the instruments. Finally, the
appropriate boundary conditions and specific relations for
each instrument are given.

3.1. Aerosol Growth

The rate of change of droplet size for each of the particles
is calculated from the diffusional growth equation [Seinfeld
and Pandis, 1998]:

dD
P dr
_ S, =S, SO
pWRT AHvappw Vapr 1
4p" DM, a'T TR

where D, is the particle diameter, p” is the saturation vapor
pressure at the local temperature T, S, = p,/p" - 1 is the local
supersaturation, S:is the equilibrium supersaturation of the
droplet, p, is the water density, AH,,, is the enthalpy of va-
porization of water, M, is the molar mass of water, and R is
the universal gas constant. D, is the diffusivity of water vapor
in air modified for noncontinuum effects [Fukuta and Walter,
1970]:
) G S
+ 2D, |2zM,
a.D,\' RT

where D, is the diffusivity of water vapor in air, a,is the
condensation coefficient. The thermal conductivity of air
modified for noncontinuum effects, k;, is given by

k:, = ka ,
2k, \/ 2nM,

1+
aTDppcp RT

where M, is the mean molar mass of air, k,is the thermal
conductivity of air, p is the air density, c, is the heat capacity
of air, and a, is the thermal accommodation coefficient. The
equilibrium supersaturation of the droplet, S;* is given by the
Kohler equation:

9 = exp _ 6n.erV.r -1

TP\ RTp,D, (D)~ )

k)

where o, is water surface tension, #,is the number of moles
of solute per particle, and d,, is the dry diameter of the particle.

3.2. Gas Phase Equations

Differential momentum, energy, and mass conservation
balances are written for the gas phase, assuming a two-
dimensional Cartesian or axisymmetric coordinate system.
This results in a system of differential equations, each of
which is of the general form
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where x,, x, are the spatial coordinates and ¢ is the dependent
variable (e.g., T). S, is a source term, and T’y is a transport co-
efficient, both of which depend on the form of ¢ . Table 1
lists the expressions of S, I, for each type of ¢ . For Carte-
sian geometry, the exponent a=0 and the coordinates x,x,
can be replaced with the more conventional x,y. For axi-
symmetric geometry, a=1 and the coordinates x,,x, can be
replaced with the more conventional z, r.

The rate of condensation of liquid water (in moles per vol-
ume of air per second) on the aerosol particles, Jeon, is needed
in the water vapor and energy conservation equations. This
quantity is given by

(€3]

1 oaw,
cond = M d! ’

where wy is the local liquid water content (kg m™ air). For a
population of water droplets consisting of N; droplets of di-
ameter D,,; per volume of air,

w, ﬂiND,”,

where n is the number of droplet sizes found in the distribu-
tion and p, is the density of water. On the basis of this defini-
tion of w, , the rate of change of liquid water content of the
particles is

dw, d T N
dt dt{p“6£ ! ”’}
& dD)i
= PS5 END—E ©)

where dD,,/dt is calculated from the aerosol growth equations.
Substituting equation (3) into the definition for J, , gives

” p 2 dD)i
J LN N.D,—2 . 4
cond — 2 M“ Z; i~pi df ( )
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Furthermore, a source term in the momentum equations,
Jouoy> Tepresents the momentum generated from thermal buoy-
ancy effects. For ideal gases it is given by

T —Tou (%)
oy =—P8.. b (%) | )
e l: Tbulk(xz)

where T is the temperature and g, is the component of
gravity in the x, direction. Ty, (x2) is the x, average tem-
perature at position x, and is computed differently for each
instrument. Finally, p is gas phase density, calculated at Ty,

(x2).

3.3. Static Diffusion Cloud Chamber

The geometry and characteristic parameters of the SDCC
are shown in Figure 1. The following assumptions are made to
simulate the instrument: (1) there is a two-dimensional axi-
symmetric chamber geometry; (2) the air is quiescent; (3) par-
ticles fall by gravitational sedimentation and attain terminal
velocity instantaneously as they grow; (4) coagulation and
Brownian diffusion of particles are neglected; and (5) wet
walls act as a perfect sink/source of water vapor, i.e., the air is
saturated with water vapor at the walls.

At the top and bottom walls, a constant temperature bound-
ary condition is imposed, while at the symmetry axis, 07/0r =
0. At the sidewall, a composite heat conduction-natural con-
vection heat flux boundary condition is used,

q U( amb f ) (6)

where ¢ is the heat flux per unit area, T, is the ambient tem-
perature outside of the cell, 7y is the air temperature at the
computational cell adjacent to the sidewall, and U is the ap-
propriate heat transfer coefficient between the outside ambient
and chamber fluid,

C
LG, Gyfy, )
U h &k R

wall

(7a)

where C, is the wall heat capacity, ky, is the sidewall thermal
conductivity, and & is the natural convection heat transfer co-
efficient, calculated by the following correlation [Incropera
and DeWitt, 1985]:

Table 1. Transfer Coefficients and Source Terms for the Gas Phase Equations

Conservation Law [ r, S,
Continuity 1 0 0
9P . d J Jv

X, momentum u U ey % X 5}:[# 9—;}5—;{ 9_] J ey

JP 0 Ju v ) auv
amomenm v p g {ugt e gy e
Heat T ks ﬂ“i J o

CP CP

Water vapor Cc pD, =PJ o
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where
Ra = CszgL} fn _T:’mlb
;ng 7:"“[’7

is the Rayleigh number for an ideal gas, Pr = u/pk, is the
Prandtl number, T, is the average temperature of the SDCC

Plexiglas wall, and T,,, is the ambient temperature. The first
term on the right-hand side of equation (7a) is the heat con-
duction resistance between the outer sidewall and the envi-
ronment, and the second term is the resistance within the
sidewall. At the sidewall and the symmetry axis, 0C/dr=0.
Particles are assumed initially to occupy the entire chamber,
with a uniform concentration and size distribution throughout.

The droplet sedimentation velocity is given by the Stokes
equation [Seinfeld and Pandis, 1998],

D}p,gC
e ®)
18u

where
C.=1+(24/D,)[1.257 +0.4exp(-1.1D, / 4)

is the slip correction factor, p, is the particle density, u is the
air viscosity, g is the gravity constant, and Ais the mean free
path of air.

3.4. Fukuta Continuous Flow Spectrometer

Using scaling arguments, it can be shown that sidewall ef-
fects in the velocity field become significant when the dis-
tance from the sidewalls is of order H. The FCNS geometry
examined has an aspect ratio of W/H =20 ; so more than 90%
of the total width of the instrument remains unaffected by the
presence of walls. Thus the FCNS (Figure 3) can be reasona-
bly simulated by solving a series of two-dimensional prob-
lems, each of which is for a fixed value of the z coordinate. A
vertical flow configuration is assumed. In addition, the fol-
lowing assumptions are made: (1) conditions are steady state;
(2) aerosol particles follow the air flow streamlines, at the
same velocity as the surrounding air; (3) coagulation and
Brownian diffusion of particles are neglected; (4) walls act as
a perfect sink/source of water vapor; and (5) the temperature
profile along the wall (in the z direction) is linear.

Two types of inlet velocity conditions are considered, fully
developed (i.e., parabolic) or plug flow. The other variables
(T, C) are assumed to have a uniform profile at the inlet. At
the walls, a no-slip boundary condition is assumed, u=v=0,
and for the outlet, du/dx=0; v =0. At the outlet, 0T /dx=0.
A constant temperature condition is used for the walls; this is
a function of the z position of the section examined and is
computed by using assumption (5). Given that the temperature
at the two tips T}, (for any x, y = H and z = W) and T, (for any
x, y = 0 and z = W) are known, the temperatures at the top
wall T, and the bottom wall T, at a given coordinate z are
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T dT

d ‘ o [(dT
ﬂ(z)—ﬂ,—(g;J(W—z) ; T,,(z)—T(.+(ds j(W 2),

where s is a coordinate that runs along the heated wall, with
its origin located at the hot tip (Figure 3) and ends at the cold
tip;

ar _T,-T,
ds 2W+H

is the temperature gradient along the s coordinate. At the
walls, the air is assumed to be saturated with water vapor at
the local temperature. At the outlet, dC/dx=0. Based on the
sheath/aerosol flow ratio, the section of the flow field occu-
pied by the aerosol is calculated from a mass balance. Finally,
the mean temperature

H
[T y)dx
0

Thu]k (y) = —H—_
jdx
0

is used in calculating the buoyancy term in the u momentum
equation.

3.5. Hudson Continuous Flow Spectrometer

In simulating the HCNS (Figure 5), the following assump-
tions are invoked: (1) conditions are steady state; (2) geometry
is two-dimensional Cartesian; (3) aerosol particles follow the
air flow streamlines with the same velocity as the surrounding
air; (4) sedimentation, coagulation, and Brownian diffusion of
particles are neglected; (5) walls act as a perfect sink/source of
water vapor, i.e., the air is saturated with water vapor right
adjacent to the walls; and (6) buoyancy is neglected. The two-
dimensional assumption neglects top and bottom wall effects.
This can be shown through scaling arguments to be a good
approximation when the aspect ratio H /W is large and breaks
down only when the distance from the sidewalls is of order W.
In addition to the constant temperature condition posed at the
controlled temperature sections, a zero-heat flux condition is
assumed at the insulated areas.

3.6. Caltech Continuous Flow Spectrometer

In formulating the conservation equations for the CCNS,
the same assumptions as those for the HCNS are made, except
that an axisymmetric coordinate system is used. Although
buoyancy is not expected to be significant, it is included in the
model for completeness. Ty (z) in this case is the radial-
average temperature at axial position z:

R
IZﬂ:rT(r, 2)dr
0

T;)ulk (Z) = R
jZn’rdr
0

Boundary inlet conditions used are similar to those of section
3.4, In addition to those, du/dr=0v/dr=0C/dr =0T /dr=0
at the symmetry axis.
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4. Numerical Solution of Conservation Equa-
tions

The conservation equations for the four instruments cannot
be solved analytically; so a numerical solution is obtained by
the finite volume method [Patankar, 1980]. A hybrid upwind-
central differencing scheme is used for calculating the con-
vective-diffusive fluxes over the finite control volumes. The
scheme used employs a staggered grid, in which each velocity
grid node lies between two scalar volumes, ensuring that the
numerical solution is consistent with respect to pressure. The
Semi-Implicit Method for Pressure-Linked Equations
(SIMPLE) iterative solution method [Patankar, 1980] is used
to solve the hydrodynamic cycle of the finite volume equa-
tions, while the particle growth equations are solved numeri-
cally integrated with the LSODE solver of Hindmarsh [1983].
The computer code used for the numerical simulations was
based on the TEACH-2E CFD code [Gosman and Ideriah,
1976] coupled together with an aerosol growth module. The
computational grid and time step used ensure that the numeri-
cal solution is within a few percent of the asymptotic (with re-
spect to grid density) limit. The numerical solution was ob-
tained by using 100 cells for each spatial coordinate. For the
unsteady state simulations of the SDCC, a time step of 0.025 s
is taken for the gas phase equations, for a total integration
time of 30 s. The aerosol growth equations use a variable time
step, which is scaled depending on the instrument simulated.
For the SDCC simulations, it is scaled on the gas phase time
step, while the others use the transit time through a computa-
tional cell.

5. Uncertainty Analysis for Wall Temperature
of CCN Instruments

Before proceeding with the numerical simulation of the in-
struments, it is instructive to perform an analysis of the un-
certainty in one of the most critical parameters of CCN in-
struments, namely, the temperature boundary condition for the
instrument wall. When operating the instruments, one controls
the temperature of the metal supporting wall (or plates),
whereas the boundary condition that actually governs the per-
formance of the instrument is the temperature of the inner face
of the water film on the wall. Differences between these two
temperatures would bias the predictions, since the supersatu-
ration is a strong function of temperature difference. One
could include heat transfer through the walls and film in the
simulations, but the analysis of constant wall temperature is
adequate for the purpose of estimating the relative magnitude

of the uncertainty arising from a temperature difference. Fur-
thermore, such an analysis is useful in that it is independent of
any specific geometry or configuration.

When estimating the wall temperature uncertainty, one
must consider all the factors that contribute to the temperature
drop between the controlled temperature side and the water
film. Apart from the metal walls and the water film, there is
also a material that helps keep the walls wet. The material
conventionally used for the SDCC, FCNS, and CCNS is filter
paper, while the HCNS uses a steel matrix. The material will
be shown to have a larger impact on the wall temperature un-
certainty in the continuous flow instruments than on the
SDCC. The results for the SDCC may be considered intuitive,
but the analysis is included for completeness.
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In order to assess the effect of wall temperature uncertainty,
simple heat transfer models will be constructed for all of the
instruments. In these models, the inner water film temperature,
T}, is estimated from the heat flux through the walls. The tem-
perature difference between Ty and the controlled wall tem-
perature, T, is then computed and expressed as a fraction of
the “nominal” difference, T, —T,, for various values of water
film thickness, filter paper thickness, and flow rates. Realistic
values for both paper and water film thickness are 10” m; the
wall is assumed to be of order 10> m.

5.1. SDCC Uncertainty Analysis

With respect to wall heat transfer in the SDCC, the fol-
lowing can be assumed: (1) steady state conditions and (2)
one-dimensional conductive heat transfer (stagnant flow field)
along the axial direction of the instrument (see Figure 8a).
With these assumptions, the heat flux between points 1 and 2,
0,., is equal to the heat flux between the top and bottom wall,
0., Expressing these fluxes as a function of the temperature
differences, 7, -7, and T,-T,, we have Q,, = Q,;, which
leads to

L+, 3

/ h
water film + filter paper L

(a)

1,+5,

sz

w

5+13%

(b) / T,

water film + filter paper

h
/ T,

water film + filter paper

() >

1,+8, ¥

W

cold side T

w

Figure 8. Geometries used in the simple models developed
for determining the uncertainty in the temperature boundary
conditions for (a) the SDCC; (b) the CCNS, and (c) the
HCNS.
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UI.Z(T; _TZ) = UI.I)(T;I_TC)’ (9)

where U, and U, are the total heat transfer coefficients be-
tween points 1, 2 and t, b, respectively. These heat transfer co-
efficients can be evaluated by the resistance method [Incrop-
era and DeWitt, 1985] to lead to

1 _L-(b+L)-(8+6))

—= 10
ULZ ku ( )
L_(wl+w2)
Ul,/z ksl.slcel
L—(l,+1L)—(6,+6.
LLZ#h)=(548)  p ip (11a)

a

where k., =15, k. =058 and k__=0. are the thermal
conductivities (in W m" K'') of stainless steel, water, and fil-
ter paper, respectively. Also, w;, I;, and &, are the thickness of
the wall, filter paper, and water film, respectively (i = 1 corre-
sponds to the hot plate, while i = 2 refers to the cold plate). In
equation (11a), the resistances of the wall, soaked filter paper,

and air are assumed to be in series. The resistance of the

soaked filter paper, R, is
1
Rti =
‘ kWﬂICI‘ + kpapcr
min (5.,4) " min (5,.1)
J,—min (&,,1) I —min (6,1
+ 1 IT;ln( 1 l)+l m]zn(dl l). (llb)

water paper

The first term in the above equation assumes that an equal
segment of water and filter paper are combined in parallel
(which corresponds to the well-soaked portion of the filter pa-
per), and the remaining paper (or water) is connected in series.
Allowing for the excess of filter paper and water considers
situations where the filter paper is partially dry or when too
much water is provided on the filter paper. The sensitivity of
the uncertainty to these conditions is an important operating
parameter of these instruments.

Substituting equations (11a), (11b), and (10) into (9) and
solving for (T} — T»)/(T), — T,) yield

k -1
(Wl + w, )—ﬂ + Rs!ka + R.vlka
=1+ st.steel

T,-T, L"(ll+lz)_(5l+52)

12)

The uncertainty could therefore be defined as

=575 1 1009
T,-T,
Using equation (12), we calculate that for cases where the

water and paper thicknesses are equal, the ratio is at most
0.99. This means that the effective temperature difference is
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practically equal to the nominal. For example, for
T,-T.=2 K, then, depending on the thickness of the water
film, 7, -7, is about 1.99 K, the uncertainty thus being at
most 0.01 K. This result is not surprising, since the gap be-
tween the plates is occupied mostly by air, which has low
thermal conductivity compared with conductivities of the
other materials. The resistance therefore to heat conduction is
mainly owing to the air and is relatively insensitive to the
presence of water and filter paper. In addition, variations in
water film or changes in wall thickness do not have a large
impact on the uncertainty. It can be concluded that once the
steady state temperature profile has been achieved, the tem-
perature uncertainty in the instrument is negligible.

5.2. CCNS Uncertainty Analysis

In our presentation of the two spectrometers, usually the
HCNS precedes the CCNS. For convenience, however, we
shall begin now with the CCNS, for which we assume the
following: (1) conditions are steady state; (2) there is one-
dimensional conductive heat transfer along the radial direction
and convective heat transfer along the axial direction of the
instrument; (3) on the entry to each hot and cold segment, the
temperature profile is uniform and equal to the wall tempera-
ture of the previous section; (4) the flow field is fully devel-
oped and laminar; and (5) the latent heat flux from water con-
densation through the wall is small in comparison with the
sensible heat transfer, which is reasonable for near—atmos-
pheric pressures and small temperature differences. The ap-
propriate geometry is defined in Figure 8b. With these as-
sumptions, the problem reduces to a developing temperature
profile in the entry region of a pipe, with a fully developed
hydrodynamic flow field. The heat flux through the wall for
the given segment therefore can be calculated by

G =hAAT , (13)
where A is the total surface exchange area, AT is the tempera-
ture change of the bulk fluid between entry and exit of the
pipe segment, and /& is the mean heat transfer coefficient,
which is calculated by the following correlation [Incropera
and DeWitt, 1985] :

hD

T: Nuy = 3.66+ 0.0668Gz

14+0.04G7**° (1

where Gz=Re Pr(D/L) is the Graetz number,
Re = (4pVIzxDy) is the Reynolds number, Pr = u/pk, is the
Prandtl number, L and D are the length and diameter of the
segment, and V is the volumetric flow rate through the pipe.
Using assumption 3, the bulk temperatures in and out of the
section are equal to either 7}, or T.. The temperature difference
AT then in (13) is approximated with T, — T..

Furthermore, the heat flux can be expressed as a function of
the inner film Ty and the outer wall temperature T, as

¢=UA(T,-T,), (15)
where U is the heat transfer coefficient through the combined
metal wall, filter paper, and water film and is calculated as:

1 w
—= +R., (16)
U ksl,slcel
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where, as in equation (11b),

1

R =
' kwmer krml’ef
min (8,7) min (35,/)
& — min (6, _ min (6
N 11]’(un(61)+l n]l(m(ﬁl).

water ‘paper

Equating equations (13) and (15) and solving for (T, — T))/ (T,
—-T,) yield

T.-T
v Sop - R |
Th _Tc kslslecl

The uncertainty could therefore be defined as

T -T
1—{L—f] X 100% .
T;l —7:'

Equation (17) depends on the thickness of the materials and
on the Reynolds number. The validity of assumption 3 de-
creases as Re increases but can be used in our analysis, since
the instrument is operated usually at low Re and provides an
upper limit estimate of the uncertainty. The appropriateness of
assumption 3 can be assessed from the numerical solutions.

Figure 9 shows contours of (T, —Tp)/ (T, —T.) as a function
of water film and paper thickness. The wall thickness is as-
sumed to be 1 cm, and the flow rate is equal to 10 L min™. As

an
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can be seen, the uncertainty is a somewhat strong function of
filter paper thickness and has a weaker dependence on water
film thickness. Everything else remaining constant, the mini-
mum uncertainty is encountered when the water film and filter
paper have the same thickness; under this condition the un-
certainty ranges between 4 and 6%. However, when the water
thickness becomes smaller than the filter paper (i.e., the paper
partially dries), the magnitude of the uncertainty increases and
can approach 10%, or higher. The reason for this behavior,
which differs from the SDCC, lies in the fact that forced con-
vection in the CCNS increases the heat transfer efficiency
through the bulk of the fluid, and so the resistances in the
water film and filter paper have a larger effect on the tem-
perature drop across the wall than in the SDCC. Furthermore,
the temperature differences between segments needed to gen-
erate supersaturations along the centerline are increased, com-
pared with the SDCC; so the absolute value of the uncertainty
increases along with it. For example, for 7), — T. = 10 K, then,
depending on the thickness of the water film, T, - T; can
range between 0.5 and 1 K.

Given that heat transfer efficiency increases with the flow
rate, one would expect that (T, — Tp)/ (T, — T,) depends on the
flow rate. Indeed, this is the case, assuming that wall and pa-
per thickness do not change, a tenfold increase in flow rate
adds an additional 10% to the uncertainty; this would translate
toaT, —Tyas highas 2 Kif T, — T, = 10 K. As was stated be-
fore, assumption 3 is not as appropriate at high flow rates; so
the uncertainty may not increase by as much as 10%, but still
one would expect an appreciable change in film temperature.

In any case, especially when condensational heat flux is
considered (which further increases the temperature uncer-

Paper thickness (% of gap)

/§

W ater film thickness (% of gap)

10 12 14 16

™ T T T

18 20

Figure 9. Contours of (T, — T)/(T, — T.) for the CCNS as a function of paper and water film thickness. The

thickness of the metal wall is assumed to be 1 cm.
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tainty), one would expect that the effective temperature in the
instrument would be appreciably smaller than that posed on
the walls. Therefore any simulations or experimental calibra-
tions should be adjusted for this difference.

5.3. HCNS and FCNS Uncertainty Analysis

Both the HCNS and FCNS employ laminar flow between
parallel plates. The two systems differ in the choice of the po-
rous wetted layer; the FCNS uses filter paper (as in the SDCC
and CCNS) while the HCNS uses porous metal. The thermal
conductivity of the latter material is much higher than that of
the paper, leading to much smaller temperature differences
between the measured and surface temperatures. A general
model that accounts for the resistance in the porous material
will enable evaluation of the uncertainties in both systems.

In the following analysis, we assume as follows: (1) condi-
tions are steady state; (2) one-dimensional conductive heat
transfer is perpendicular to the flow, and convective heat
transfer is along the flow axis; (3) the fluid reaches the devel-
oped linear temperature profile at the exit of each segment; (4)
the sectional average temperature does not vary throughout the
instrument (which is true in the HCNS for a symmetrically
cold-hot temperature profile); (5) the flow field is fully devel-
oped and laminar; and (6) the latent heat flux owing to water
condensation is small in comparison with the sensible heat
transfer, which is reasonable for near-atmospheric pressures
and small temperature differences. The geometry is defined in
Figure 8c. Resistance through the steel matrix of the HCNS is
neglected. With these assumptions, the problem reduces to a
developing temperature profile in the entry region of an en-
closed plate geometry, with the hydrodynamic flow field fully
developed. Assumption 4 ensures that the bulk enthalpy of the
fluid does not change as it passes through the instrument; thus
any heat exchange between the plates is perpendicular to the
flow. For a given segment, the heat flux through the hot wall,
¢", can be expressed as a function of the inner film T} and
the outer wall temperature 7' as

w

q'/l =UIIAI| (T“h __T;l) , (18)

where U" is the heat transfer coefficient through the combined
metal wall, filter paper, and water film (equation (16)), and A"
is the exchange surface on the hot wall side. A similar expres-
sion can be written for the cold plate side:

qc =UCAC(7:§—TC),

)i (19)

where T/ and T, are the inner film and outer wall tempera-
tures at the cold wall, respectively, and A° is the exchange sur-
face on the cold wall side. Furthermore, because the system is
in steady state and the fluid does not experience any overall
increase in enthalpy, g, =4, ; so

U"ANT) -T}) = U°A°(T} -T¢). (20)

Assuming that the surface areas and heat transfer coefficients
are also equal, we get that

T, -T} =T; - T, 1)
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which means that the temperature drop across the film is the
same magnitude for both cold and hot walls. After further ma-
nipulations of equation (21) we obtain

T'-T¢ T/ -T¢
/ S _1_2[ S “}

(22)

h c I c |
7’:\' _7'“/ T:V _7le

The heat flux from the fluid to the cold film, 4°, can also
be expressed as

g = hA (T = Tf). 3)

where Ty is the bulk temperature of the fluid (which is the
same along a segment) and % is the mean heat transfer coeffi-
cient. Since the system is in steady state, this heat flux is equal
to the flux that passes through the cold wall (equation (19)).
By equating the two fluxes and solving for T, , we obtain

ch — hnulk +UC T;v . (24)
h+U

By substituting equation (24) into equation (22), we finally get
T;,_T;=1_2 h Tl':ulk_T:vc' .
T -T¢ \h+U )| TV -TS

The uncertainty could therefore be defined as

TI:_TC
1-—L—L 1 x 100% .
=T,

The heat transfer coefficient % is calculated from equation
(14) by using the hydraulic diameter. To incorporate the
noncircular section effects, the heat transfer coefficient calcu-
lated from (14) is then multiplied by a factor of 2, which is the
limiting factor for an aspect ratio approaching infinity [In-
cropera and DeWitt, 1985]. This approximation is reasonable,
given that the HCNS examined here has an aspect ratio W/H =
20.

Equation (25) depends on the thickness of the materials and
on the Reynolds number. However, if Ty, remains the same
between segments, then the uncertainty remains the same
throughout the instrument. Given that heat transfer efficiency
increases with the flow rate, one would expect that
(T} =TT} —T;) depends on the flow rate. Indeed this is the
case, as shown by Figure 10. The wall thickness is 1.0 cm, and
the paper thickness in this plot is assumed to be zero (there-
fore this plot shows the uncertainty for the HCNS). As can be
seen, for a film thickness that is 5% of the gap, a tenfold in-
crease in the flow rate almost doubles the uncertainty, from 11
to 18% (or a ratio of 0.89 to 0.82). However, for film thick-
nesses around 1% of the gap (or around 1 mm in our case), the
flow rate has little effect on the uncertainty and remains
around 3-5% (or a ratio of 0.97 to 0.95). For example, for
T!-T: =5 K, depending on the thickness of the water film,
T} —-T; can range between 4.85 and 4.75 K, or the uncertainty
is at most 0.25 K. Thus the temperature uncertainty is ex-
pected to have a minor effect on the instrument performance
and is therefore neglected.

25)
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Figure 10. Contours of (T, — T)/(T, — T,) for the HCNS as a function of flow rate and water film thickness.
The thickness of the metal wall is assumed to be 1 cm, and no filter paper is used.

The presence of the filter paper in the FCNS is expected to
increase the temperature uncertainty, relative to the HCNS.
For a paper thickness of 1 mm, which is well wetted, and wall
thickness of 1 cm, the uncertainty is around 5%. A tenfold in-
crease in the flow rate almost doubles the uncertainty, from 5
to 9% (or 0.95 to 0.91 ratio). For example, for T ~T:= 5 K,
depending on the thickness of the water film, T/ -T; can
range between 4.75 and 4.55 K, or the uncertainty ranges be-
tween 0.25 and 0.45 K. Thus although the uncertainty is in-
creased with respect to the HCNS, it is still small enough to be
considered minor.

6. Operating Conditions

After assessing the uncertainty in the wall temperature
boundary condition for each device, the geometric dimen-
sions, operating conditions, and aerosol used for simulating
the performance of the instruments need to be specified. The
dimensions and operating conditions of each instrument,
which are summarized in Tables 2 to 5, are those reported in
the literature. The SDCC dimensions were taken from an ex-
isting instrument (P. Chuang, internal communication, Cali-
fornia Institute of Technology, 1999). The FCNS, HCNS, and

Table 2. Operating Conditions and Parameters for the SDCC (P. Chang,

internal communication, 1999)

Parameter Value/Range
Distance between plates, m 1x107?
Radius of plates, m 0.1
Thickness of view volume, m 1x10?
Radius of view volume, m 1x107
Initial pressure, Pa 1.013 x 10°
Initial relative humidity, % 100
Bottom plate temperature (constant), K 290
Top plate temperature (variable), K 292 to 297
Sidewall thickness, m 2x107?
Thermal conductivity of sidewall, W m?K' 1.4 (Plexiglas)
Ambient temperature, K 290
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Table 3. Operating Conditions and Parameters for the FCNS [Fukuta and

Saxena, 1979]

Parameter

Value/Range

Length, width, and height, m
Orientation

Distance from entrance where wall becomes

wet on top and bottom plates, m
Inlet pressure, Pa
Inlet relative humidity, %
Volumetric flow rate, m* s™
Inlet temperature (constant), K
Cold tip temperature (constant), K
Hot tip temperature (variable), K
Ambient temperature, K

0.838,0.191, 0.018
vertical
0.168,0.168

1.013 x 10°
100
1.6667 x 10*
283
283
284 t0 293
290

CCNS dimensions were on the basis of those given in the lit-
erature [Fukuta and Saxena, 1979; Hudson et al., 1981; Hud-
son, 1989, Yum and Hudson, 2000; Chuang et al., 2000]. The
dimensions used for the HCNS simulations [Yum and Hudson,
2000] are different from those reported by [1989] and reflect
changes in the instrument that improve its resolution. Flow
rates and wall temperatures are allowed to vary but, again, re-
flect reported operating conditions.

To determine the behavior of the instrument, we simulate
the response of each instrument as a function of initial particle
diameter; the inlet aerosol in all the simulations presented is
assumed to be monodisperse and composed of ammonium
sulfate. The number concentration in each instrument is as-
sumed to be low, in order to minimize their effect on the su-
persaturation and temperature fields from the depletion of gas
phase water vapor. This is particularly important for the
SDCC, since biases in the supersaturation and temperature
fields from the presence of the aerosol complicate growth
history.

7. Simulation of Instrument Performance
7.1. SDCC

First, it is useful to determine the extent of wall effects, the
time needed to attain the steady state profiles, and the concen-
tration below which depletion effects (in the water vapor and
temperature fields) are negligible. Simulations reveal that wall
effects extend inward of the order of the gap between the
plates, which covers roughly one seventh of the total radius.
Thus wall effects are not expected to influence measurements
made near the center of the instrument. The maximum con-
centration of the aerosol within the instrument, before deple-
tion effects are seen, depends on both S, and S,,,,; simulations
indicate that concentrations below 1000 cm™ inside the SDCC
ensure that the supersaturation field is uninfluenced by the
aerosol. When depletion effects are not important, the time
needed to achieve steady state ranges between 3 s (for 7-K dif-
ference) to 5 s (for 2-K difference). An interesting feature is
that the supersaturation profiles approach the steady state in a

Table 4. Operating Conditions and Parameters for the HCNS [Hudson et al.,
1981; Hudson, 1989; Yum and Hudson, 2000]

Parameter Value/Range
Length, width, height, m 0.38, 0.3, 0.015
Height of aerosol injector 0.0015
Length of wetted wall on hot and cold 0.28, 0.38
side, m
Total number of heated segments 9
Insulator length, m 0.001
Orientation vertical
Sheath/aerosol volumetric flow ratio 10 to 20
Total volumetric flow rate, m* s 33%10*t05.0x10°
Inlet pressure, Pa 3.09 % 10*
Aerosol, sheath flow inlet temperature 295, 295
(constant), K
Aerosol, sheath flow inlet relative 100, 90
humidity, %
Minimum cold side temperature, K 295-289
Maximum hot side temperature, K 295-301
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Table 5. Operating Conditions and Parameters for the CCNS [Chuang et al., 2000]

Parameter Value/Range
Length, radius of tube, m 0.7,9.27x 107
Radius of aerosol injector 229 %107
Total number of hot-cold pairs 7
Insulator length, m 0.01
Orientation of instrument vertical
Sheath/aerosol volumetric flow ratio 0.7 t0 20.0
Total volumetric flow rate, m” s’! 1.166 x 107
Inlet pressure, Pa 1.013x 10°
Inlet relative humidity, % 100
Aerosol, sheath flow inlet temperature 295, 295

(constant), K

Aerosol, sheath flow inlet relative 100, 90

humidity, %
ar, Ac

Wall segment temperature profiles, K

1.0, 1.0 (case 1)
0.98, 0.041(cases 2-4)

295, 290, 295, 290, 295, 290, 295, 285, 295, 285, 295, 283, 295, 283 (case 1)

295,290, 295, 290, 295, 290, 295, 285, 295, 285, 295, 283, 295, 283 (case 2)
294,291, 294, 291, 294, 291, 294, 287, 294, 287, 294, 285, 297, 285 (case 3)
294,292, 294, 292, 294, 292, 294, 289, 294, 289, 294, 287, 297, 287 (case 4)

nonsymmetric fashion, from the bottom plate to the top. Al-
though the direction (from bottom to top or vice versa) could
change (depending on the initial conditions in the instrument),
the asymmetric approach to a steady state profile would tend
to bias the particles on one side of the view volume toward
larger sizes. The strength of this bias depends on the duration
of the transients relative to the total growth time.

Plate 2a presents the simulated effective radius (defined as
the third moment over the second moment of the droplet size
distribution) within the view volume as a function of time for
different dry aerosol sizes. Plate 3a represents the normalized
aerosol concentration in the view volume as a function of
time. In both plots, the initial aerosol concentration is uni-
form, and the temperature difference between the plates is
kept at 2 K. This temperature difference generates a maximum
supersaturation of about 0.15%. Under these conditions, parti-
cles with dry diameter larger than 0.1 pum should activate. In-
deed, this is what is seen. Simulations for 0.05- and 0.09-um
particles yield constant effective radius and concentration,
meaning that the particles grow to their equilibrium size,
which is not large enough to experience significant sedimen-
tation on the timescale of the simulations. Larger particles do
show variability, and they are the ones that activate. The be-
havior of particles with a dry diameter of 0.50 um differs from
those of the other sizes examined, because sedimentation ve-
locity of such particles is appreciable even for subsaturated
conditions. As a result, the concentration in the view volume
increases because aerosol from above falls through it more
rapidly than the aerosol within the view volume falls out. The
concentration of particles of smaller initial size stays relatively
constant, as particles that fall out of the view volume are re-
placed by those from above. This behavior lasts roughly
around 7 s, during which the slope of the effective radius
curve is approximately the same for all particle sizes. After
most of the aerosol above the view volume has passed
through, the aerosol concentration starts dropping.

The behavior of the SDCC depends on the supersaturation
profile, which can be characterized by the maximum super-
saturation, S, and the critical supersaturation of the ob-
served particles. Particles with S.= S, activate only midway
between the plates and are observed as they grow and sedi-
ment out of that small region. Their growth rate is initially
slow; so concentration peaks late. On the other hand, particles
with S, << Sp., grow throughout much of the volume of the
SDCC and relatively rapidly. Particles that activate well above
the view volume grow and reach larger sizes as they sediment
toward that level. The peak in r,; for 0.05-pum particles occurs
as much as 5 s later (not shown) than that for 0.5-pm particles.
This large variation may account for the multiple peaks in
scattered light intensity profiles seen when polydisperse aero-
sols are sampled.

Increasing the temperature difference between the plates
increases Sp.. A larger range of particle sizes satisfies the
condition S, << S, and the particle size dependence of the
effective radius decreases as illustrated in Plates 2b and 3b,
which are the same as Plates 2a and 3a, but for AT = 7 K (Snax
= 1.81%). All of the particle sizes considered activate
throughout half of the SDCC volume. Both the effective ra-
dius and droplet concentration in the view volume display
similar time dependence over the 0.05- to 0.5-um size range.

In determining the precision of the droplet diameter at-
tained in the view volume, we define the “droplet diameter
resolution,” R, = D,/JAD,, as the ratio of the mean diameter
over its variation. A value of R, = 10 means that the droplet
diameter ranges around 10% of its mean value. A high value
of this resolution throughout the duration of the measurement
ensures that particles with the same critical supersaturation
produce droplets that are close to being monodisperse within
the view volume. Plate 4 displays R, as a function of time,
for various particle sizes. Plate 4a assumes a temperature dif-
ference between plates of 2 K, while Plate 4b is for a differ-
ence of 7 K. Because initially the aerosol in the SDCC is per-
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Plate 2. Simulated effective radius in the SDCC view
window as a function of time for various initial particles sizes
(dry diameter, micrometers). The temperature difference
between the two plates is assumed to be (a) 2 K (Spux =
0.15%) and (b) 7 K (Spax = 1.81%).
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Plate 3. Simulated particle concentration in the SDCC view
window as a function of time for various initial particles sizes
(dry diameter, micrometers). The temperature difference
between the two plates is assumed to be (a) 2 K (Smax =
0.15%) and (b) 7 K (Spax = 1.81%).
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Plate 4. Simulated particle size resolution in the SDCC view
window as a function of time for various initial particles sizes
(dry diameter, micrometers). The temperature difference
between the two plates is assumed to be (a) 2 K (Spux =
0.15%) and (b) 7 K (Spux = 1.81%).

fectly monodisperse, the resolution in both plots starts off
from infinity. As the supersaturation profiles develop and the
particles grow, R, drops and fluctuates around the value of
10; this means that the droplet sizes range within 10% of their
mean diameter, regardless of temperature difference or initial
particle size (Table 6).

7.2. FCNS

The continuous flow in the FCNS eliminates some of the
limitations that arise from the transient nature of SDCC meas-
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urements. However, buoyancy forces develop that limit the
maximum temperature difference that can be imposed at a
given flow rate. Simulations indicate that the maximum tem-
perature difference that can be imposed for the reported flow
rate is about 6 K, a value that agrees with the experimentally
reported difference [Fukuta and Saxena, 1979]. Larger tem-
perature differences lead to flow reversal. The simulations are
relatively insensitive to the specific type of inlet velocity pro-
file; so the results presented apply to both inlet velocity types.

The supersaturation fields that develop within the instru-
ment control the growth of aerosol particles. Although the
maximum value of the supersaturation can be estimated from
the local temperature difference between the hot and cold
walls and Figure 2, the supersaturation profile has to develop
first before this maximum value is attained. Plate 5 shows su-
persaturation profiles for different streamlines along the cen-
terline of the FCNS. As can be seen, half (or more) of the flow
path is subsaturated, exposing particles to the maximum su-
persaturation for only a fraction of their residence time in the
instrument. Moreover, the time in the supersaturated region
decreases with decreasing S, Therefore particles with low
S. may not have sufficient time to activate by the time they
reach the outlet. This difficulty is compounded by slow
growth once activated at low S,

Buoyancy effects on the velocity field tend to distort the
supersaturation profiles from being symmetric around the
centerline; this deviation becomes stronger as the temperature
difference between the plates increases. The position of the
maximum supersaturation is also shifted slightly. Further away
from the tips, the temperature gradient between the walls de-
creases, buoyancy effects become less important, and symmet-
ric supersaturation (and temperature) profiles are attained. The
centerline region, however, particularly for the low S. stream-
lines, is relatively unaffected by buoyancy.

Plate 6 shows the simulated response curves for the FCNS.
The horizontal axis represents the critical supersaturation of
the inlet aerosol, and the vertical axis is the outlet wet diame-
ter of the aerosol. Each curve represents a different centerline
streamline with its own supersaturation. The particle outlet di-
ameter is relatively insensitive to the inlet aerosol size, for
particles for which S, < S, Particles of S, > S« do not acti-
vate; so there is a dramatic decrease in outlet size. The result-
ing “elbow” in the curve enables detection of particles with S,
< Smax Of the specific streamline, since there is a clear distinc-
tion between particles that activate and those that do not. The
sharper this “elbow” is, the better resolved the CCN concen-
tration is at the given supersaturation. Farther away from the
heated tips, the maximum supersaturation decreases, and the
position of the “elbow” shifts toward lower critical supersatu-
rations. However, because growth at lower supersaturations is
slower and because the particle exposure to the maximum su-
persaturation is briefer, droplets do not grow as much (in
comparison with larger supersaturation streamlines). As a
consequence, the elbow becomes less pronounced, eventually
vanishing completely. The elbow more or less disappears at S,
= 0.1%, in agreement with the value reported by Fukuta and
Saxena [1979]. In its current configuration, the FCNS can
probe effectively CCN with S, between 0.1 and 1.0%.

7.3. CCNS -

At first glance, this instrument seems to avoid many of the
problems encountered in the FCNS. Buoyancy effects are not
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Table 6. Summary of SDCC Simulations
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AT, K Smax, % Dry Diameter of Smallest D,/AD, in View Volume
(NH4)2SO4 Particle
Activated, pm Mean Minimum Maximum
2 0.15 0.101 14.8 12.6 21.0
3 0.34 0.059 10.0 8.3 13.7
4 0.60 0.040 102 5.0 12.7
5 0.93 0.030 89 4.0 114
6 1.34 0.024 9.3 0.2 13.4
7 1.81 0.019 10.5 8.7 13.0

significant, and most of the instrument is utilized for exposing
the particles to supersaturations (Figure 7). The supersatura-
tion profile is, however, considerably more complex, making
it more difficult to assess instrument behavior on the basis of
the temperature and supersaturation profiles alone. It is, there-
fore important to evaluate the sensitivity of the predicted out-
let droplet distribution to the parameters that affect particle
growth. Two very important parameters affecting the simula-
tions are the film temperature at the wall (which determines
the supersaturation) and the mass accommodation coefficient
(which affects the particle growth).

Figure 11 shows predicted and measured calibration curves
for the CCNS. Details about the experimental data can be
found in the work of Chuang et al. [2000]. Curves corre-
sponding to cases 1 to 4 in Figure 11 represent the temperature
boundary conditions and accommodation coefficients speci-
fied in Table 5. Case 1 represents an accommodation coeffi-
cient of unity and the nominal wall temperatures as the wall

boundary conditions. The predicted size is larger (by about a
factor of 2) than the measured data. When lowering the tem-
perature boundary condition by around 2-3 K (which, ac-
cording to section 5.2, is a reasonable drop, especially since
latent heat flux through the film can further increase the un-
certainty), the predicted curves (case 3, case 4) lie close to the
experimental data. Changing the accommodation coefficient
from 1.0 to 0.041 further improves the predictions. In all
cases, though, the qualitative behavior of the curve does not
change: the outlet diameter of droplets is relatively insensitive
to critical supersaturation (particularly when the droplets are
activated). Thus the model captures the essential features of
the instrument despite the complex growth behavior imposed
by the supersaturation profile that develops in the instrument.
For subsequent simulations, case 3 conditions are used.

From both simulations and experimental data, it is clear
that the droplet size at the outlet of the CCNS is relatively in-
sensitive to the initial particle size. For a range of critical su-
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Figure 11. Experimental and simulated calibration curves for the CCNS. The different simulation cases
correspond to different values of effective wall temperature and accommodation coefficients, the values of

which are given in Table 5.
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persaturation spanning 2 orders of magnitude, the outlet di-
ameter changes at most by a factor of 2. This low sensitivity
arises from the particle growth kinetics. At the late stages of
growth, when the particle is in the continuum size region and
solute and surface tension effects are minor, equation (1) can
be integrated to yield

2 _n2
D » D po

t

| S.dt
Lt
: = . (26)
R»\'RT + AHvappW AH\'IIPMW -1
4p'DM,  4kT TR

The particle size at activation, D, is relatively small; so at
sufficiently long growth time,

t

J S\)dt
I3
act s (27)
p“‘RT + A[1vap p\r AH vzlpMn‘ _ 1
4p'DM, 4k T TR

i.e., all particles approach the same size, regardless of initial
size (or S.). This asymptotic approach of all particles to the
same size also explains the uniform response of the SDCC for
S.<< Smu and the consistent final particle size of the FCNS
over a wide range of supersaturations.

Despite the weak dependence of outlet diameter on particle
critical supersaturation, the simulations can be used to com-
pute the resolution in measured droplet diameter necessary for

1
j 0.7
1 --=10
—20
&
%\J 0.1 4
el 4
a4 4
0.0! T ——
0.01 0.1 1

Critical supersaturation (%)

Figure 12. Predicted resolution ratio Rsr/ R,, for the CCNS,
for different values of V. ./V...- LThe case 3 (Table 5)
values of effective wall temperature and accommodation
coefficients are used.
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resolving the CCN spectrum. Since the aerosol occupies a fi-
nite region of the flow field, not all particles are exposed to
the same supersaturation or have the same residence time. As
a consequence, a monodisperse inlet aerosol will produce a
droplet distribution with finite spread; this effect may interfere
with the ability to resolve a CCN spectrum, since droplets of a
given size at the outlet are not unambiguously related to criti-
cal supersaturation. This spread at the outlet is a function of
the sheath to aerosol flow rate ratio (because that determines
the uniformity of the supersaturation field and residence time
to which the particles are exposed) and will decrease with in-
creasing ratio.

In determining the precision of the droplet diameter meas-
urement needed, we use the droplet diameter resolution, R,
and the critical supersaturation resolution, R; =S,/AS, . Di-
viding these two quantities, we get the “resolution ratio,”
R /R, , which can then be related to the instrument response:

Ry _iv__AD" = i_[ﬂ:l (28)

R D, AS. D, dS
D, » ¢ 4 4

where [dD,/dS ].. is the slope of the calibration curve at the
given S,. Figure 12 displays the resolution ratio computed for
the CCNS for different sheath to aerosol flow rate ratios. Fig-
ure 12 illustrates that the resolution in critical supersaturation
is between 10 and 100 times smaller than the droplet diameter
resolution for the volumetric flow rate ratio used in the cali-
bration experiment. This means that if the diameter measure-
ment has an uncertainty of 1% (or R, = 100), the uncertainty
in critical supersaturation will range between 10 and 100%.
Increasing the flow rate ratio increases the resolution notably,
but only up to a certain extent; the difference in resolution
between ratios of 10 and 20 is quite minimal. This is under-
standable because the aerosol at such a high flow rate ratio
occupies a volume very close to the centerline; so the particles
are exposed essentially to a uniform supersaturation profile.
The resolution ratio is also a strong function of S.: it varies
almost by a factor of 10 for S, ranging between 0.01 and 1%.
This is a result of the change in the calibration curve slope,
which approaches zero as S, increases; this means that for
particles of high S, droplet size is more or less insensitive to
S, or that the asymptotic limit of equation (27) has practically
been reached. This is not true for activated particles with low
S.; the D, term in equation (26) is not negligible, and outlet
particle size still varies with S,.

To estimate the uncertainty in critical supersaturation from
the spread induced by the instrument, we use equation (28),
and obtain that

-1
1 _ lADpLust {ﬂ} , (29)
S, Ry S, |dS. ],
where AS/S. is the supersaturation uncertainty and IAD,l,, is
the variation in droplet diameter, calculated from the instru-
ment model. Figure 13 displays AS./S. as a function of super-
saturation, for the CCNS. The uncertainty was predicted by
using the curves of Figure 12 and the variability of the calcu-
lated outlet droplet diameter. As can be seen, the resulting un-
certainty is large, ranging from 100 to over 1000%. This is
expected, since the relative variation in droplet diameter at the
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Figure 13. Relative critical supersaturation uncertainty as a
function of critical supersaturation, for the CCNS. Each curve
represents different values of vy, ./V.... The uncertainty
was predicted by using the curves of Figure 12, and the
variability of the outlet droplet diameter (calculated by the
model results).

CCNS outlet is, on average, between 15 and 20% (Table 7).
Therefore the aerosol/sheath flow rate ratio used for the op-

eration of this instrument is very influential for obtaining a .

CCN spectrum. While increasing this ratio to 10 or 20 consid-
erably reduces the uncertainty, the uncertainty still exceeds
50% for S, > 0.04%. Further increasing the flow ratio might
decrease the uncertainty, but obtaining good droplet counting
statistics then becomes a problem.

7.4. HCNS

The HCNS exposes particles to supersaturation profiles that
vary smoothly and monotonically in the streamwise direction.
Simulations were performed for several different temperature
profiles at low (6 L min") and high (20 L min™") total volumet-
ric flow rates (Plates 7a and 7b, respectively). The sheath to
aerosol flow ratio was assumed to be 10. These simulations
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reveal that the droplet growth kinetics, like those for the
CCNS, lead to a restricted range of final droplet size for parti-
cles with a wide range of critical supersaturations. For exam-
ple, when the maximum plate temperature is set to more than
6 K, the outlet droplet diameter changes by a factor of 2 for
critical supersaturations that span 2 orders of magnitude (be-
tween 0.01 and 1%). This variation does not seem to be
strongly influenced by the volumetric flow rate (although the
outlet droplet diameter is) but depends strongly on the tem-
perature profile in the instrument. Improvement is seen only
when the maximum temperature difference drops to 4 K; in
this case, the variation in droplet diameter increases consid-
erably but has the drawback that particles with S, > 0.4% do
not activate. As can be seen, the resolution of the instrument
increases as the outlet droplet size gets closer to the critical
curve; the drawback to this is that the S, range for which parti-
cles are activated becomes more restricted.

Calibration data available in the literature [Yum and Hud-
son, 2000] do not precisely specify the maximum temperature
difference (or the total volumetric flow rate) used in the
HCNS, making it difficult to precisely assess the performance
of the HCNS model. In addition, the data provide the mean
channel number (as opposed to particle diameter) as a func-
tion of critical supersaturation. However, since mean channel
number scales linearly with particle size, the nondimensional-
ized mean channel number and mean particle diameter are
equivalent quantities:

F(Sr ) - F(Sv.high) _ D,y (S:) - Dp (Sv.hlgh)
F (Sv.luw) - F(Sv.high ) Dp (Sr.luw) - Dp (S4’.high)

’

where F is the mean channel corresponding to critical super-
saturation S.. Using these non-dimensionalized quantities, we
compare measurements to the model predictions (Plate 8). As
can be seen, the measurements are very close to model predic-
tions for a volumetric flow rate of 20 L min' and a maximum
temperature difference of 6 K. Given that these values of flow
rates and maximum temperature difference are within reported
operating conditions, we can assume that the model captures
the behavior of the HCNS.

Plate 9 displays the predicted resolution ratio, R/R, , for
the HCNS, for different temperature profiles and total volu-
metric flow rates of: (Plate 9a) 6 L min™, and (Plate 9b) 20 L
min™. The sheath to aerosol flow ratio was assumed to be 10.
Here the instrument sensitivity is increased in relation to that
of the CCNS, particularly for low temperature differences and
critical supersaturations between 0.1 and 1%. For a maximum

Table 7. Predicted Outlet Droplet Diameter Variability and Resulting Critical Supersaturation
Uncertainty for the CCNS (Critical Supersaturation Range Between 0.01 and 1.0%)

1% AD
 sheath L % A_Sr_, %
Vo D, S,
Mean Minimum Maximum Mean Minimum Maximum
0.7 289 9.7 574 303.0 25.1 1326.2
10.0 5.5 1.1 36.5 53.7 2.7 755.3
20.0 4.0 0.6 19.3 38.6 1.5 388.3
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Plate 7. Simulated calibration curves for the HCNS, for

various maximum temperature differences, AT,,, (the AT at
the last segment), and a volumetric flow rate of (a) 6 L min’

and (b) 20 L min". The temperature difference between each

segment is assumed to increase with a constant step (“linear
ramp”’) on both cold and warm sides.

temperature difference of 4 and 6 K, the resolution increases
dramatically for S, > 0.1%. This happens because the super-
saturation generated in these cases is not sufficient to activate
particles with S, close to 1%; so an “elbow” similar to those in
Plate 6 develops. Consequently, the calibration curve slope
becomes much steeper around the region of this elbow. Be-
cause of this, it is expected that the uncertainty in the critical
supersaturation is considerably lower than that for the CCNS.
Indeed, this is the case, as is shown by Plate 10. The uncer-
tainty was computed by using equation (28) and the calculated
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variability of the outlet droplet diameter. Plate 10a refers to a
volumetric flow rate of 6 L min”', and Plate 10b has a flow
rate of 20 L min™ (sheath to aerosol ratio is 10). For these
conditions, the relative variation in droplet diameter at the
HCNS outlet is on average only between 2 and 3% (Table 8).
However, this is enough to generate substantial uncertainty in
S.. Minor fluctuations in this variability account for the large
fluctuations seen in the computed uncertainty. For example,
for a maximum temperature difference of 8 K (which is an op-
erational value reported by Hudson [1989]), the S, uncertainty
ranges between 30 and 100% and can reach as high as 390%.
‘When the maximum temperature difference is around 4 K, the
resolution improves by an order of magnitude and averages
around 10%. The simulations indicate that a spectrum can be
obtained for critical supersaturations between 0.08 and 0.8%.
Particles outside of this range do not activate, either because
the supersaturation is lower than the critical value or simply
because there are kinetic limitations that inhibit low-
supersaturation particles from activating.

Compared with the CCNS, the HCNS seems to exhibit less
uncertainty; this is attributed to the smoother and monotonic
supersaturation profiles generated in the HCNS. The oscilla-
tions in the flow direction seen for CCNS slow down (or even
reverse) particle growth; so less of the instrument is utilized
for particle growth. Because of this, particles of different criti-
cal supersaturations essentially grow to the same size by the
time they reach the outlet of the instrument.

8. Summary and Conclusions

The behavior and performance of four cloud condensation
nucleus instruments are theoretically analyzed. These include
the static diffusion cloud chamber (SDCC), the Fukuta con-
tinuous flow spectrometer (FCNS), the Hudson continuous
flow spectrometer (HCNS), and the Caltech continuous flow
spectrometer (CCNS). A numerical model of each instrument
on the basis of reported instrument dimensions and operating
conditions is constructed on the basis of a general fluid dy-
namics code coupled to a description of aerosol
growth/activation microphysics. Instrument performance is
explored by simulating instrument response to a monodisperse
ammonium sulfate aerosol. The CCNS and HCNS models
were compared with experimental measurements and found to
be in good agreement. The FCNS model predictions agreed
with instrument limitations reported in the literature.

Uncertainties in the wall temperature boundary condition
vary with instrument construction and arise mainly from the
presence of filter paper (used for wetting instrument walls).
Using a simple heat transfer model for each instrument, this
uncertainty is found to be negligible for the SDCC (of the or-
der of 0.01 K) and very small for the HCNS and FCNS (rang-
ing between 0.25 and 0.45 K). It can be appreciable for the
CCNS (ranging between 0.5 and 2 K); so the wall boundary
condition in the instrument simulations must be adjusted to
account for this. The numerical model for the CCNS repro-
duces experimental measurements, when the wall temperature
boundary conditions is adjusted by a factor slightly higher
than that predicted by this simple uncertainty analysis.

SDCC exhibit the least uncertainty in the wall temperature
boundary conditions and produce droplets that are (for a given
critical supersaturation) monodisperse to within 10% of the
droplet diameter, throughout the duration of the measurement.
The FCNS is an instrument that can be used as a CCN spec-
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Plate 8. Experimental and simulated calibration curves for the HCNS. Non-dimensionalized droplet diameter
is plotted as a function of critical supersaturation. V is the total volumetric flow rate, and AT is the maximum
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aerosol

Table 8. Predicted Outlet Droplet Diameter Variability and Resulting Critical Supersaturation Uncertainty
for the HCNS (V.. /Vouss =10, Critical Supersaturation Range Between 0.01 and 1.0%)

erosol

Maximum Vv, AD, % AS. %
AT, K L min' D, S
Mean Minimum Maximum Mean Minimum Maximum

4 6 2.6 0.5 9.0 14.1 1.2 30.9
6 6 2.7 0.6 8.6 355 7.5 67.2
8 6 32 0.5 9.2 102.5 15.8 393.2
10 6 3.6 0.6 12.8 163.2 16.0 670.2
12 6 3.0 0.4 10.1 203.8 20.2 723.8
4 20 24 0.6 10.0 114 0.9 26.3
6 20 2.8 0.4 8.8 224 7.3 479
8 20 3.1 0.4 7.4 315 5.6 61.6
10 20 2.6 0.5 72 76.7 14.2 259.6
12 20 32 0.3 11.6 108.3 7.8 4234
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Plate 9. Predicted resolution ratio g /R,, for the HCNS, for

different AT, and a volumetric flow rate of (2) 6 L min"  Plate 10. Relative critical supersaturation uncertainty as a

and (b) 20 L min". v /V ...= 10 in these simulations. function of critical supersaturation, for the HCNS. The
uncertainty was predicted by using the curves of Plate 9 and
the variability of the outlet droplet diameter (calculated by the
model results). Volumetric flow rates of (a) 6 L min™ and (b)
20 L min’". V aead V aeon= 10 10 these simulations.
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trometer, since different streamlines attain different supersatu-
rations, allowing particles to activate over a range of critical
supersaturations. The range of critical supersaturations that
can be measured is limited because (1) the temperature differ-
ence must be kept small enough to avoid buoyancy-induced
flow reversal or secondary flows and (2) the instrument loses
its sensitivity for particles of critical supersaturation lower
than 0.1% because the particles do not have enough time for
growth. The first issue is not a serious limitation, since the su-
persaturation on the high temperature difference side is suffi-
ciently high to include all the climatically important aerosol.
The second limitation, however, constrains the ability to probe
the climatically critical low supersaturation CCN. Both HCNS
and CCNS have inherent limitations in the ability to resolve
the distribution of particles with respect to critical supersatu-
ration. The most important parameters affecting the perform-
ance of dynamic spectrometers are the maximum temperature
difference between the walls, the total volumetric flow rate,
and the sheath to aerosol volumetric flow ratio. For the mono-
disperse ammonium sulfate aerosol considered here, condi-
tions can be found for the HCNS for which an activation
spectrum can be resolved for critical supersaturations between
0.08 and 0.8%. Simulations for the HCNS indicate that the
calculated uncertainty in critical supersaturation exceeds
100% when the maximum temperature difference exceeds 6 K
for 20 L min™' total flow rate or 8 K for 6 L min™ total flow.
The same uncertainty can decrease to 10% (on average) when
the temperature difference is reduced to 4 K. The uncertainty,
however, is not uniform and depends strongly on the initial
size of the particle. The predicted uncertainty in the critical
supersaturation for the CCNS is on average above 50%.

While different design parameters or operating conditions
may lead to modest shifts in the performance from that pre-
dicted for any of the four instruments, the essential features

described in this paper are inherent to their designs.

Notation

A heat exchange area.

a, condensation coefficient.

a, thermal accommodation coefficient.

C water vapor concentration, moles per cubic meter.

C, specific heat of controlled-temperature wall.

c, specific heat of dry air at constant pressure.

C. slip correction factor.

d, particle dry diameter.

D, water vapor diffusivity in air.

D’ water vapor diffusivity in air, corrected for noncon-
tinuum effects.

D,  particle wet diameter.

F mean channel number in particle size measurement of
HCNS.

g acceleration of gravity.

h heat transfer coefficient.

H instrument height.

J.., ~momentum generated by thermal buoyancy.

J.. rateof liquid water condensation on aerosol particles.

k, thermal conductivity of air.

k. thermal conductivity of air, corrected for noncontinuum
effects.

k... thermal conductivity of filter paper.

thermal conductivity of stainless steel.

st.steel
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k,,  thermal conductivity of wall.
k,,  thermal conductivity of liquid water.
/ paper thickness.
L instrument length.
M,  molecular weight of dry air.
M,  molecular weight of water.
n number of size sections in aerosol distribution.
n, number of moles of solute per particle.
N aerosol number concentration.
P air pressure.
Pr  Prandtl number.
D. water vapor pressure.
p. saturation vapor pressure of water.
q heat flux.
r radial coordinate.

universal gas constant.
Ra  Rayleigh number.
R, ~ droplet diameter resolution, D,/AD, .
Re  Reynolds number.
R, critical supersaturation resolution, S /AS, .
R, thermal resistance through the soaked filter paper.
s wall coordinate of FCNS instrument.
S. critical supersaturation for activation, according to

Kohler equilibrium theory.
S... Mmaximum supersaturation.
supersaturation.
supersaturation in equilibrium with particle size.
time.
average temperature of SDCC wall.
temperature.
section average (bulk) temperature.
volumetric flow rate.
terminal velocity.
velocity component.
heat transfer coefficient.
velocity component.
wall thickness.
instrument width.
liquid water content (kilogram of liquid water per vol-
ume of air).
generalized spatial coordinates.
Cartesian coordinates.
z axial coordinate.

%%}

“

= <NNNT
=

£ < gx

S
S

« enthalpy of evaporation of water.
water film thickness.
mean free path of air.
air viscosity.
number of ions the solute dissociates into in solution.
density of air.
o density of particle.
D, density of water.
o, water surface tension.

Subscripts-superscripts

ambient.
film.

cold wall.
hot wall.
wall.

top wall.
bottom wall.

amb

oo g o
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