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PREFACE

Thisis areport of aworkshop held at Oregon State University, Corvallis, Oregon,
in August 1987 to assess the accuracies of geophysical algorithms involved in altimeter
data processing. New developments in satellite altimetry have made it possible to
measure sea surface elevation to an unprecedented accuracy of a few centimeters. Several
satellite atimeter missions are planned in the 1990s, and their success is vital to the
WOCE goal of collecting the data needed to obtain a better understanding of the world
ocean circulation. The workshop sought to establish an early dialogue between the
scientists who will use the altimeter data and the engineers responsible for instrument
design and algorithm implementation.

We hope the report of this workshop will further improvements in altimeter
algorithms. We thank the workshop participants and especialy Dr. Dudley Chelton, who
chaired the workshop and authored this report, including the introductory chapter on the
fundamentals of satellite altimetry. A companion volume, available on request from the
U.S. WOCE Office, contains the text of the 42 papers on satellite altimetry submitted by
workshop participants and others. The workshop was sponsored by the National
Aeronautics and Space Administration and arranged through the U.S. Planning Office for
WOCE.

U.S. WOCE Science Steering Committee
November 1988



FOREWORD

Satellite altimeter measurements of sea surface elevation, from which surface
geostrophic currents can be inferred, are the only means by which the surface geostrophic
circulation can be measured globally for long periods of time. Over the next four years,
three new satellite altimeters will be launched into space for ocean circulation research
applications. The European Space Agency has a scheduled launch in mid-1990 for the
ERS-1 satellite, which includes an atimeter in its suite of four instruments. The U.S.
National Aeronautics and Space Administration (NASA) and the French Centre National
d'Etudes Spatiale (CNES) will jointly launch two altimeters on the dedicated
TOPEX/POSEIDON atimetric mission in the early- to mid-1992 time frame. These three
new altimeters follow a long heritage of satellite altimeters, beginning with SKYLAB in
1973, followed by GEOS-3 (April 1975-December 1978) and SEASAT (July—October
1978). Presently, the GEOSAT altimeter has been providing useful altimetric
measurements since March 1985. The ERS-1 and TOPEX/POSEIDON altimeters are
important elements of the observational program of the World Ocean Circulation
Experiment.

Over the time span since the SKYLAB altimeter, technological developments
have transformed satellite radar altimetry from a technique by which major geoid features
with order 10 m amplitude could be resolved to one where resolution of dynamic ocean
signals as small as a few cm is possible. These improvements in the accuracy of satellite
altimeter height measurements are among the most significant technological
advancements that have made possible the global perspective of WOCE. The ERS-1 and
TOPEX/POSEIDON altimeter missions will overlap the extensive WQOGEStu
observational program. The combination of altimetric data mithitu observations and
modeling through data assimilation promises significant advances toward understanding
of global ocean circulation and its relation to short-term climate variations.

The high degree of accuracy required for altimetric studies of ocean circulation
pushes the limits of present technology. A workshop to evaluate the accuracies of
altimeter algorithms was held at Oregon State University in Corvallis, Oregon, on August
24-26, 1987. By its nature, satellite altimetry is a very multi-disciplinary technique for
observing the ocean. To obtain centimetric accuracy of altimetric range measurements
requires careful consideration of technical details of the instrumentation, atmospheric
radiative transfer, the interaction of electromagnetic radiation with the sea surface, and a
host of geophysical processes affecting the sea surface topography that are not related to
the geostrophic currents of interest. To compound the problem, communication between
altimeter instrumentation experts and the scientists who ultimately use the data is not as
open as it could be. At one extreme, engineers sometimes have a difficult time
appreciating the requirement for centimetric accuracy. At the other, many scientists have
little concern or appreciation for the technical details of altimetry. One of the goals of the
workshop was to establish a dialogue between the engineers and scientists who share a
common interest in the success of satellite altimetry.
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The focus of the workshop was on the geophysical agorithms for the atimeter
measurements of height and normalized radar cross section ge. Some of the sensor
algorithms directly relevant to the geophysical algorithms were also considered.
Algorithms for significant wave height were not considered at the workshop. A total of
36 presentations were given, including overviews of the SEASAT, GEOSAT, ERS-1, and
TOPEX/POSEIDON altimeters and summaries of individual algorithms. Written
summaries of these presentations are included in the proceedings of the workshop,
published as a separate volume Appendix to U.S. WOCE Technical Report Number 2.
Following these presentations, participants broke up into four working groups to discuss
the present status of each algorithm and address the following specific issues:

1) is there a clear physical basis for the algorithm?

2) does the algorithm differ for the different altimeters and, if so, why?

3) are there any potential or known problems with the algorithm?

4) can implementation of the algorithm be tested for accuracy and validity?
5) what recommendations can be made for the algorithm?

At the end of the workshop, the working group chairmen provided written
summaries of the working group discussions and recommendations for each algorithm.
Edited versions of these summaries are included in this report. Some of the algorithm
recommendations listed in this summary have evolved out of other meetings and
discussions that have taken place since the time of the workshop. Also included here is a
tutorial of the fundamentals of satellite altimetry with summaries of the physical basis for
each algorithm.
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1 INTRODUCTION

Satellite altimetry is relatively unigue among spaceborne oceanographic remote
sensing techniques in that it has spanned more than one and a half decades of experience.
There has been an orderly transition from one generation of altimeters to the next, with
significant improvements in measurement precision and accuracy with each new
altimeter. The first dedicated atimetric mission was GEOS-3 (April 1975 to December
1978), with a measurement precision of 25 cm in 1-s averages (Stanley et al., 1979).
Technological improvements increased this measurement precision for 1-s averages to
about 5 cm for the SEASAT dtimeter (Tapley et al., 1982a) which operated from July to
October 1978. Further improvements have resulted in better than 5 cm precision on the
presently operational (since March 1985) GEOSAT altimeter (Sailor and LeSchack,
1987). The lack of an on-board microwave radiometer for estimating atmospheric water
vapor range delays, however, has somewhat degraded the overall accuracy of the
GEOSAT measurements compared with SEASAT. Nonetheless, a number of interesting
scientific results have already been obtained from GEOSAT data.

The ERS-1 atimeter, with an anticipated launch in mid-1990, is expected to have
a measurement precision comparable to GEOSAT, but with improved accuracy from the
addition of a water vapor microwave radiometer. The biggest improvements in
measurement precision and accuracy will be with the next-generation TOPEX and
POSEIDON altimeters scheduled to be launched jointly in 1991. The POSEIDON
altimeter will incorporate the first totaly solid state transmitter. The low power
requirements and low cost of solid state transmitters could significantly reduce the costs
of future altimeters. The TOPEX altimeter incorporates a dual-frequency transmitter (one
of which will be solid state) with the ambitious goal of achieving a measurement
precision of better than 4 cm in 1-s averages, an orbit height accuracy of 13 cm, and
accuracies of better than 2 cm each for all corrections applied to the height measurements
(TOPEX Science Working Group, 1981). The overall error budget represents nearly an
order of magnitude improvement over previous altimeters (mostly due to the reduced
orbit error).

The technique by which sea surface elevation signals of oceanographic origin are
estimated from raw altimetric measurements is very complex. A total of approximately
60 agorithms are involved in conversion from telemetered units to engineering and
geophysical units, corrections for instrumental effects, corrections for atmospheric
effects, and removal of external geophysical signals that are not related to the
oceanographic signals of interest. These algorithms can be classified as sensor agorithms
or geophysical algorithms. The sensor algorithms correct the altimeter measurements for
instrument-related biases. This involves the use of pre- and post-launch calibration data,
instrumental measurements (e.g., temperatures of the components), and table look-up
formulations of corrections. The geophysical algorithms convert the sensor data to the
geophysical quantities of interest (sea surface elevation, significant wave height, and
normalized radar cross section).



The purpose of the WOCE/NASA Altimeter Algorithm Workshop was to review
the present status of each of the geophysical algorithms. In addition, a selected few
sensor algorithms were included because of their importance to the overall height
measurement error budget. The discussion was limited to the algorithms relevant to
measurements of height and normalized radar cross section; algorithms for altimeter
estimates of significant wave height were not considered. Detailed descriptions of each of
the algorithms considered were presented before the general audience during the first two
days of the workshop. On the third day of the workshop, participants broke up into four
working groups to discuss in detaill the present status of each of the algorithms
considered. A list of the four working groups, the working group chairmen, and the
algorithms considered by each working group is given in Table 1. The conclusions and
recommendations of the four working groups are summarized in Secs. 3—-6 of this
workshop summary. Some of the recommendations listed in this summary have evolved
out of other meetings and discussions that have taken place since the time of the
workshop. Also included here in Sec. 2 is a summary of the fundamentals of satellite
altimetry and overviews of the physical basis for each of the geophysical algorithms.

In addition to the specific recommendations listed in Secs. 3—6 for each algorithm,
the workshop participants made the following general recommendations to enhance the
value of geophysical data from the various satellite altimeters:

1) All altimeter projects should use common correction algorithms wherever
possible.

2) All algorithms should be clearly documented, including rigorous error analyses.

3) Wherever practical, more than one source of geophysical corrections should be
included in the geophysical data records, e.g., tides, geoid, sea level pressure,
water vapor, ionospheric electrons, etc.

4) Quantitative error estimates of each correction should be provided wherever
practical.

It is highly desirable for the error description to go beyond the usual one standard
deviation specification to also include wavenumber-frequency characteristics.

2. FUNDAMENTALSOF SATELLITE ALTIMETRY

From an oceanographic perspective, the primary purpose of satellite altimetry is to
measure the sea surface elevation resulting from dynamic ocean currents. A schematic
summary of altimeter measurements and the corrections that must be applied to obtain
the dynamic sea surface elevation is given in Fig. 1. The altimeter transmits a short pulse
of microwave radiation with known power toward the sea surface at satellite nadir (the
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point directly beneath the satellite). This pulse interacts with the sea surface and part of
the incident radiation reflects back to the satellite. The range from the satellite to the sea
surface can be determined from the 2-way travel time of the pulse. In addition,
near-surface wind speed and significant wave height can be determined from the power
and shape of the returned signal. The methods used to estimate these three geophysical
guantities are summarized in this section.

2.1 Normalized Radar Cross Section and Wind Speed

At the microwave frequencies of interest to satellite altimetry (5-15 GHz), the
reflectivity (fraction of incident radiation reflected) of the sea surface is 0.6-0.7 (Maul,
1985, Fig. 2.21). Thus, for a smooth sea surface, a large fraction of incident radiation
reflects back in the direction of the satellite. As the sea surface roughness increases, more
of the incident radiation is reflected in directions away from the satellite and the power of
the return signal received by the altimeter decreases. The power of the received signal is
expressed as the normalized radar cross segtiowhich is proportional to the ratio of
received to transmitted power normalized by the area illuminated by the radar pulse
(Skolnik, 1970; Stewart, 1985; Chelton and Wentz, 1986). For accurate measurements of
radar backscatter, 2-way attenuation by the atmosphere must be considered. Attenuation
by rain droplets is large. Altimeter measurements contaminated by rainfall are generally
flagged (based on independent microwave radiometer estimates of rain rate, see e.g.
Wilheit et al., 1978; Alishouse, 1983) and excluded from subsequent analysis. Except in
the presence of very dense clouds or water vapor, the atmospheric transmittance in non-
raining conditions is greater than 0.97 at altimeter transmitted microwave frequencies of
5-15 GHz (Maul, 1985, Table 5.7). The 2-way attenuation correction to rain-free
conditions is therefore typically less than 5% and is generally ignored.

TABLE 1  List of working groups, working group chairmen, and algorithms addressed
by the WOCE/NASA Altimeter Algorithm Workshop.

Backscatter and Wind Speed Algorithms (Chairman: Trevor Guymer)

1. backscatter algorithms
2. wind speed algorithms

Instrument and Air-Sea I nterface Algorithms (Chairman: Meric Srokosz)
1. tractor algorithms
2. EM and skewness biases
3. antenna mispointing error
4. gain calibration

Atmospheric Refraction Corrections (Chairman: Philip Callahan)
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1. ionospheric correction
2. dry tropospheric correction
3. wet tropospheric correction

External Physical Corrections (Chairman: George Born)

1. ocean and solid earth tides
2. static inverse barometer

3. geoid

4. precision orbit determination
5. height bias residual



Figure 1.
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obtain the dynamic sea surface elevation h,. The atimeter range measurement is h, and H and
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approximation to the earth’s surface.



The nature of radar power backscattered from the sea surface depends strongly on
the incidence angle of the radiation (Moore and Fung, 1979; Barrick and Swift, 1980). At
the small incidence angles relevant to satellite altimetry (less than a few degrees from
satellite nadir), the backscattered radiation results primarily from specular reflection from
the portion of the surface wave spectrum with wavelengths longer than the incident
radiation (about 2.2 cm for a 13.5 GHz radar altimeter). As the wind speed increases, the
sea surface roughness increases and a greater fraction of the incident radiation is reflected
avay from the satellite. Thus, at incidence angles near nadir, the power of the
backscattered radiation is inversely related to wind speed but independent of wind
direction. The normalized radar cross section o could be determined to a high degree of
accuracy from geometrical optics given the wavenumber spectrum of the sea surface and
the wavelength of the radiation (Barrick and Bahar, 1986; Jaeksbn 1988).

The difficulty in estimating wind speed from a radar altimeter lies in relating the
surface roughness to near-surface winds. Over the past two decades there have been
several attempts to develop model functions for estimating wind speed directly from
near-nadir measurements of. These model functions have ranged from purely
theoretical (Barrick, 1974; Barrick and Bahar, 1986; Jacksoa., 1988), to partly
theoretical (Brown, 1979; Browst al., 1981; Mognard and Lago, 1979), to purely
empirical (Chelton and McCabe, 1985; Chelton and Wentz, 1986; Dabsbn 1987).

The empirical model functions have generally been the most successful, largely because
the theoretical formulation is not yet fully understood. To first order, the relation between
oe in dB and the wind spee] . in m/s measured at 19.5 m above the sea surface is

o{dB) =10[A+ Blogyg tg 5] 0]

where A and B are approximately 1.5 and -0.47, respectively, for O« incidence angle
(Chelton and McCabe, 1985). The danger of purely empirical formulations is that
important physical processes that might influenceothmeasurements are hidden in the
model functions. An improved theoretical understanding of the physics of nadir radar
backscatter will shed light on the strengths and limitations of satellite altimeter estimates
of sea surface wind speed.

2.2 Automatic Gain Control

In practice,o* is not measured directly by the altimeter. In order to operate the
altimeter electronics within the linear response region of all receiver stages, an automatic
gain control (AGC) loop is implemented in the electronics package (Townsend, 1980).
The AGC determines the attenuation that must be applied to the returned signal to keep
constant the total power of the return signal measured by the altimeter. The altimeter
transmits and receives 1000 or more pulses per second. To reduce geophysical Rayleigh
noise in individual received pulses (see discussion in Sec. 2.4), the AGC loop averages
all individual waveforms received over 1/20 s to determine the appropriate attenuation
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value. This AGC value is transmitted to the ground for radar cross section processing.

The stepsize of the telemetered AGC values was 1/16 dB for SEASAT and GEOSAT ina

10/s telemetry string and will be /4 dB for TOPEX in a 20/s telemetry string. The
normalized radar cross section o+ is computed from the AGC value, with corrections for

loss from variations in satellite altitude and non-zero antenna pointing angle due to pitch,
roll, and yaw of the satellite (see Chelton and McCabe, 1985). The coarse step size in the
telemetered AGC values limits the precision of theestimates. For SEASAT, thae
precision in 1-s averages was 0.3 dB (Chelton and McCabe, 1985). With the underlying
nonlinear relationship (1) between and wind speed, this corresponds to a wind speed
precision of 1-4 m/s, depending on wind speed.

2.3  Atmospheric Refraction

Estimation of the range from the satellite to the sea surface (shownnabig. 1) is
conceptually straightforward. Definirtgto be the 1-way travel time (equal to half of the
measured 2-way travel time), the range is

h=[2 cdt, (2a)

wherec is the speed of light, which varies along the path between the satellite and the sea
surface. For a perfect vacuum, the speed of light is equal to a constant
c,=2.998 x 10m/s. Ignoring atmospheric refraction, the range from the satellite to the
sea surface would be related to the 1-way travel tjriog

¥
ho =, co dt =co to. 3)

The actual speed of light is related to the real part of the index of refragchgre = ¢/7.
The actual range is therefore

_o Q@
h=fy 2. (2b)

Sinceny is greater than 1, the actual rarfyés less than the valub, obtained fromt,
ignoring atmospheric refraction. The range correction to account for atmospheric
refraction is

Ah=hg—h= J';Oc—,;’(n 1)t (4a)



Atmospheric refraction is generally expressed in terms of the refractivity N, defined as
N = 10°(7-1). Since travel time and path length are relatedizy c/ dt, the range
correction can be expressed in terms of distance along the path of the radar pulse by

Ah=107° I([)O N(z)dz. (4b)

The total atmospheric refractivity can be decomposed into contributions from dry
gases (primarily oxygen), water vapor, liquid water (clouds), and ionospheric free
electrons,

N = Ngry + Nyap + Njig + Nion- (5)

The refractivitiesN, , N, and N, have all been determined empirically in terms of
atmospheric properties. The refractiiy can be determined from Maxwell's equations.
Each of the four components of the range correction to account for atmospheric refraction
Is discussed briefly below.

2.3.1 Dry Tropospheric Range Correction

The refractivity of tropospheric dry gases is given to an accuracy of 0.2% by
Nary (2) = 77.6P(2)/ T(2) (6a)

(Smith and Weintraub, 1953), whei is atmospheric pressure in mb aidis
temperature in K. Using the ideal gas law, this can be expressed as

Nary (2) = 77.6Ro(2), (6b)

where R = 2.8704 10 ergs/(gmeK) is the universal gas constant arsl the density of
dry gases. The dry tropospheric range correction is therefore

-6 N - h
Ahgry =107° [ Nery (2) = 77.6 x10™° Rf p(2)dz. (7)

From the hydrostatic equation, the vertical integral of density is related to the surface
atmospheric pressuR and gravitational acceleratigrby

Ry = [, 9(2e(z)dz. (8)

Most of the mass of the atmosphere is at altitudes lower than the haigthe satellite
so that the integral in (8) can be approximated by an integral from the sea surface to
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height h. In addition, the gravitational acceleration g is approximately constant over the
altitude range from the sea surface to the height h and can therefore be removed from the
integrand in (8) to a close degree of approximation. The dry tropospheric range
correction in cm can therefore be approximated by

Dhgry = 77.6x10 °RRy / g, (7b)

where Ris given above, gisin cm/s’, and P, isin mb.

Thus, as first pointed out by Saastamoinen (1972), the dry tropospheric range
delay is proportional to sea level pressure. In practice, a latitudinal dependence of g is
used in (7b). For avalue of g = 950.7 cm/s’, the dry tropospheric range correction in cm
in terms of sea level atmospheric pressure P in mb is fi, = 0.2271P, The sea level
pressure must be obtained from meteorological model analyses which have errors that
vary geographically and seasonally in ways that are difficult to quantify. The rms
uncertainty of meteorological analyses of sea level pressure has been estimated to be
approximately 3 mb in the northern hemisphere (TOPEX Science Working Group, 1981);
the uncertainty is undoubtedly larger in the southern hemisphere. The dry tropospheric
range correction is large (approximately 230 cm) but is only moderately sensitive to
errors in sea level pressure; an error of 3 mb corresponds to a range error of only about
0.7 cm. Except in intense storms or high southern latitudes which are not well described
by meteorological analyses, the dry tropospheric range delay is therefore generally a
small source of error in altimeter range estimates.

2.3.2 Wet Tropospheric Range Correction

The refractivity of water vapor is given to an accuracy of better than 0.5~0 by
Nyap (2) =3.73x10°e(z)/ T?(2) (9a)
(Smith and Weintraub, 1953), whefds temperature in K andis the partial pressure
of water vapor. The partial pressure of water vapor is related to the water vapor density
in gm/cni by e = 4.619x 10°VT. The refractivity of water vapor can thus be expressed as

Nvap (2) =1.723x10°V(2)/ T(2). (9b)

The water vapor range correction in cm is therefore

-6 N hV
Ahygp =10 GJ'O Nyap(2)dz = 1723 (Z)dz. (10a)

0T(d



The water vapor density decreases approximately exponentially with height in the
atmosphere, with most water vapor generaly in the lower 2 km of the atmosphere
(Staelin et al., 1976; Liu, 1984b). Defining T, to be the effective temperature over the
height of significant water vapor, the water vapor range correction in cm can be
expressed as

iy =2 [V (2 (100)

where T, is in *K and the vertically integrated water vapor density is in gfn/cm

The water vapor range delay is thus proportional to the vertically integrated water
vapor density. Globally, this integral ranges from 1-6 grhi{@heltonet al., 1981) and
varies geographically and temporally over a broad range of time scales. The vertically
integrated water vapor density can be estimated with an accuracy of approximately 0.3
gm/cnf from passive microwave measurements at two frequencies near the water vapor
absorption line at 22.2 GHz (Tapleyal., 1982b; Alishouse, 1983; Chargal., 1984).
An uncertainty of 0.3 gm/chin the vertically integrated water vapor density results in an
uncertainty of about 2 cm in the wet tropospheric range delay. Alternatively, the
vertically integrated water vapor required for the wet tropospheric range correction can
be obtained from meteorological model analyses. These models do not resolve spatial
scales shorter than about 2000 km (Fu, personal communication) and have errors that
vary geographically and seasonally in ways that are difficult to quantify. The uncertainty
of water vapor values from meteorological analyses has been estimated to be about a
factor of two larger than errors in microwave radiometer estimates of water vapor
(Tapley et al., 1982b), corresponding to an uncertainty of about 5 cm in the wet
tropospheric range delay. Errors in meteorological models of atmospheric water vapor are
likely larger in the southern hemisphere.

Another source of error in the wet tropospheric range correction is uncertainty in
the value of T. in (I0b). The multiplicative factor for the vertically integrated water vapor
varies from 6 15 to 6.38 for values of, Trom 280<K to 270+K. For a multiplicative
factor of 6.25, the water vapor range correction ranges from about 6 to 38 cm for
vertically integrated water vapor values of 1-6 gni/dancertainty in the appropriate
value of T, introduces a 2—-4% uncertainty in the range correction.

The range delay introduced by liquid cloud droplets in the atmosphere can be
described in terms of an effective refractivity derived using Mie scattering theory. Based
on measurements of liquid drop size distribution over land, the effective refradtjyity
has been found to be very nearly a linear function of the liquid droplet dé&xBityAn
empirical expression (Resch, 1984) iyy in terms of the liquid water density in gm/fem
is
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Niig(@)d =15L(2). (11)

The coefficient in this expression is uncertain possibly by as much as afactor of two.
The range correction in cm due to liquid water dropletsis therefore

-6 ~h -6 ~h
Ahjig =10 GIO Niiq (z)dz =1.5x 10 GIOL(z)dz, (12)

where the vertically integrated liquid water density is in gm/cm?’. For non-raining clouds,

the liquid water density ranges from ¥349° gm/cmi, but rarely exceeds %%0°gm/cni

(Maul, 1985, p. 434). For a cloud thickness of 1 km, this corresponds to a vertically
integrated liquid water density of 0.25 gmfcriithe corresponding liquid water range
correction is 0.38 cm. The vertically integrated liquid water density can be estimated
from passive microwave measurements at frequencies between 30 and 40 GHz for use in
a liquid water range correction (Chang and Wilheit, 1979; Wentz, 1982; Alishouse,
1983). However, even if the multiplicative factor in (10) is in error by a factor of two, the
liquid water range delay rarely exceeds 1 cm and is therefore generally ignored.

2.3.3 lonospheric Range Correction

Atmospheric refraction from free electrons and ions in the upper atmosphere is related to
the dielectric properties of the ionosphere. For electromagnetic radiation with frequencies

greater than 1 GHz, the real part of the index of refragtioan be shown to be

/7=(1— 21 fz)% (13a)

(Ginzburg, 1964), whertis the frequency of the transmitted signal dni$ the plasma
frequency, which represents the natural frequency of oscillation of electrons and ions in
the atmosphere. The plasma frequency depends only on the electron Beasdyis

given byfp2 = gE (Ginzburg, 1964), wherE isin units of cni and the constart = 80.6

x 10 cm/s. For an electron density of 1@m® typical of the ionospheref is
approximately 9 MHz. Using the binomal expansion, the index of refraction for high
frequencied can be approximated by

(13b)

The phase velocity of propagating electromagnetic radiation in the ionosphere is

Co Co
p="--__0 14
P T aE 12 (14)
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The propagation is thus dispersive with phase speeds exceeding c,. The pulse transmitted
by the altimeter propagates at the group velocity, which is given by

O ]
C = 5
g ,7! ( )

where, 17’ isthe group index of refraction which is related to the index of refraction by

. dn
n=n+f rl (16a)
From (13b),
aE
'=l+—— 16b
n 12 (16b)

The refractivity is therefore given by

aE(7) 40.3x10%2
Nion (2) = 10° 2f(2): > E(2). (17)

The range correction for refraction from ionospheric electrons then becomes

-6 ¢h 40.3%x106 .h
Ahjon =10 6_[0 Nion (Z)dZ = TIO E(Z)dZ, (18)

where the total vertically integrated electron density isin cm®. Most of the free electrons
that interfere with the propagation of electromagnetic radiation are in the region of the
upper atmosphere ranging from 50 to 2000 km, with the highest concentration near 300
km (Rush, 1986). lonization of this region of the atmosphere is attributed mostly to
ultraviolet radiation from the sun. The concentration of free electrons therefore varies
diurnaly (by as much as an order of magnitude), latitudinally (by about a factor of 2),
and seasonally (Davies, 1980; Callahan, 1984). There is also a dependence on the 11-year
sun spot cycle, which will experience a maximum in solar activity in the early 1990s
during the ERS-1 and TOPEX/POSEIDON missions. Typical verticaly integrated
electron densities range from about 10” to 10“ cm™ (Soicher, 1986; Davies et al., 1977).
For a transmitted frequency of 13.6 GHz, this corresponds to a range correction of about
0.2to 20 cm.

From (18), all that is required to determine the ionospheric range correction is
knowledge of the vertically integrated electron density at each altimeter measurement
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location. In the past, this ionospheric electron content has been obtained globally from

model estimates based on twice-daily direct measurements at two locations: one in the

western United States and the other in eastern Australia (Lorell et al., 1982). The
uncertainty of these model estimates is not known quantitatively but is estimated to be 3—
5 cm (Lorell et al., 1982). Since the range correction varies with frequency of the
transmitted signal, radar altimeter measurements at two frequencies can be used to
estimate simultaneously the ionospheric range correction and the vertically integrated
electron density (TOPEX Science Working Group, 1981). The dual frequency TOPEX
altimeter with C-band (5.3 GHz) and Kand (13.6 GHz) transmitters will be the first to
determine the ionospheric range delay directly. Errors in this range correction introduced
by uncertainty in the dual-frequency estimates of ionospheric electron density are
expected to have an rms value of less than 1 cm (Callahan, personal communication).

24  On-board Determination of 2-way Travel Time

In addition to atmospheric refraction, there are other factors which make it
difficult to estimate accurately the range from the satellite to the sea surface. The
reflected pulse is distorted by the presence of waves on the sea surface which complicates
determination of the 2-way travel time of the pulse. Altimeter measurements of 2-way
travel time are obtained by pulse-limited altimetry, which is based on a short transmitted
pulse with relatively broad beamwidth (typically 1-2¢ ). The advantage of a wide antenna
beamwidth is that the 2-way travel time of a pulse is relatively insensitive to antenna
pointing angle (as long as the pointing angle relative to satellite nadir is less than half the
total antenna beamwidth). This is because the transmitted pulse expands spherically as it
propagates so that the travel time for a short pulse to reach satellite nadir is independent
of pointing angle (Fig. 2). There are, however, corrections that must be applied for off-
nadir pointing angle (see Sec. 2.5.3) to account for the combined effects of antenna gain
pattern and the pulse compression method (see discussion below) used to estimate the 2-
way travel time of the pulse.

In the usual description of pulse-limited altimetry, the transmitted pulse has a
duration of a few ns and the power of the pulse reflected from the sea surface is measured
as a function of time at intervals of a few ns. The return from nadir mean sea level can be
uniquely associated with a particular point in the time history of returned power. The 2-
way travel time (equivalent to the rangefter correcting for atmospheric refraction as
discussed in Sec. 2.3) from the satellite to nadir mean sea level is determined by tracking
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Figure2. Schematic representation of pulse-limited atimetry with a broad antenna half-beamwidth
angle @ for the case of zero pointing error (left) and an off-nadir pointing angle of y (right).
The shaded region represents the transmitted pulse.

of this point on the return waveform. Though it is convenient to think conceptually of

radar altimetry in these terms, the actual technique used is quite different. The altimeter
transmits a relatively long duration pulse (order ps or ms) and analyzes the returned
signal in a way that is effectively equivalent to transmitting a short pulse of a few ns
duration. The longer pulse length improves the signal-to-noise ratio of the measurements.
The GEOS-3 altimeter used an actual pulse compression technique to expand a short
pulse for transmit and compress it on receive using dispersive filters implemented in
acoustic wave devices. SEASAT and subsequent altimeters use a very different technique
of extracting equivalent information from a long transmitted pulse. The technique is also
referred to as “pulse compression”, although the term is a misnomer since a short
duration pulse never actually exists at any stage in the receiver. The technique is
discussed in detail in Chelton et al. (1988) and only a brief summary is given here.

The long transmitted pulse consists of a chirp with linear frequency change <F
over the pulse duratior (Fig. 3). The total signal returned from the sea surface
(consisting of the superposition of the chirps returned from all specular reflectors in the
antenna footprint) is then differenced with a “deramping chirp” that is identical to the
transmitted chirp except that the frequency is lower by an “intermediate frequency”
difference off_.. The power spectrum of this differenced IF signal is referred to as the
return spectral waveform. There is a direct correspondence between frequency in the
return spectral waveform and 2-way travel time for the pulse reflections from points on
the sea surface in the altimeter footprint. It is shown in Chelton et al. (1988) that
frequency is linearly related to 2-way travel time by

Af = QAt, (19)
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where ¢ is the frequency difference relative to the frequency of the signal reflected from
nadir mean sea levelt is the time difference relative to the 2-way travel time for the
pulse reflected from nadir mean sea level, @ *F/ 7 is the frequency sweep rate of
the chirp. The frequency rang& was 320 MHz for SEASAT and is the same for
GEOSAT and TOPEX. The pulse duratiomas 3.2 ps for SEASAT and is 102.4 us for

GEOSAT and TOPEX. In addition to improving the signal-to-noise ratio, the factor of 32
increase in pulse duration reduces the transmit power requirements.

A schematic representation of the power spectrum of the return waveform is
shown in Fig. 4. The power spectrum is determined on board the satellite by discrete
Fourier transforms of the return signal measured in the time domain. The frequency
resolution of the spectrum computed from the pulse duratieh & = 1/1. Discrete
samples of the return spectral waveform at this frequency interval (referred to as “range
gates”, since frequency and 2-way travel time are equivalent according to (19)) are
shown schematically by the heavy dots in Fig. 4. From (19), this frequency resolution
corresponds to a 2-way travel time resolutiordof & / Q = 1/, which is dependent
only on the frequency rang€ of the transmitted chirp. Since SEASAT, GEOSAT, and
TOPEX all use the same frequency range=+320 MHz, the effective 2-way travel time
resolution in the return waveform is 3.125 ns for all three altimeters. This corresponds to
a 1-way range resolution of about 48 cm in a particular waveform. The power spectrum
of the IF signal obtained from a long transmitted pulse by the deramping technique is
thus analogous to the time series of returned power that would be obtained from a short
pulse of 3.125 ns duration. The only difference is that the independent variable for the
return spectral waveform (the abscissa in Fig. 4) is frequency rather than time. Since 2-
way travel time and frequency are directly related by (19), the two representations are
equivalent.
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Figure 3.

Figure 4.

Schematic representation of a chirp transmitted by a satellite altimeter at time t = 0. The

chirp frequency centered on frequency F, decreases linearly by amourft ever a sweep
periodr. Also shown is the returned chirp from a specular reflector at nadir mean sea level.
The returned chirps from other specular reflectors in the antenna footprint (e.g., from other
points on the sea surface height distribution and from points in the antenna beamwidth away
from satellite nadir) are not shown. These chirps have frequencies that differ from that of the
return from nadir mean sea level by an amount proportional to the 2-way travel time as
described by (19). A deramping chirp (dashed line) is generated internally by the altimeter at
timet, which is intended to match the two-way travel time of the transmitted chirp reflected
from mean sea level at satellite nadir. The deramping chirp is identical to the transmitted
chirp, but with frequency lower by amotfpt

fmin fo frnax . QROBE

Frequency

Schematic representation of a discretely sampled return spectral waveform (with samples
shown by dots). The frequen€ycorresponds to the return from nadir mean sea level. Only
the portion of the waveform between frequendiaa and fmaz (bracketed by the vertical
dashed lines) is required for waveform processing to estimate range and significant wave
height. The dotted line shows the return waveform obtained by low-pass filtering the analog
received signal to remove frequencies higher fhan

Note that although the range resolution in the discrete samples of the waveform is
only about 48 cm, a much finer range precision of 0.7 cm is achieved by the atimeter.
Waveform misalignment is determined from recently transmitted and received pulses as
described later in this section, and the timing of the deramping chirps for subsequent
pulses is adjusted with a very fine timing resolution of 0.0488 ns to shift the waveform
into proper alignment. This timing resolution corresponds to a range precision of
approximately 0.7 cm.

The spectrum of the total IF signal returned from the sea surface is given
mathematically by a convolution of the spectrum of surface spectral reflectors P(f) with
the antenna gain G(f) and the data window W(f) (referred to as the “point target
response”),
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S(f)=P(f)DG(f)D\N(f)=W(f)DI:; P(f —u)G(u)du (20)

(Chelton et al., 1988), where f, is the frequency of the signal returned from nadir mean
sea level. The point target response W(f) is given approximately by [r sin(7£1)/(7€1)]
(though in practice it is not this symmetric, see Rodriguez, 1988), and accounts for the
effects of the finite record length 7 from which the power spectrum is computed. The
convolution with this point target response limits the frequency resolution in the return
spectral waveform to o = 1/ 1 as described above. The distribution of 2-way travel times
from the satellite to the surface spectral reflectors in a small region within the antenna
footprint has approximately the same shape as the sea surface height probability
distribution, which is Gaussian to first order. Then since frequency and 2-way travel time
are related by (19), the spectrum P(f) of surface spectral reflectors is approximately
Gaussian, centered on frequency f, corresponding to the frequency of the signal returned
from nadir mean sea level. It is shown in Chelton et al. (1988) that 2-way travel time
from the satellite to the sea surface at angle @ relative to the antenna boresight increases
quadratically with angle 6 From the equivalence (19) of 2-way travel time and
frequency, the antenna gain as a function of angle @ can therefore be expressed
equivalently in terms of frequency as G(f) for use in the convolution equation (20). For a
typical antenna pattern, G(f) decays approximately exponentially with increasing
frequency (Chelton et al., 1988). This results in an exponentially decreasing “plateau
droop” at high frequencies in the return spectral waveform (Fig. 4).

An intuitive description of the shape of the return waveform can be given by
analogy with the equivalent short pulse description of the waveform in terms of the
power of the signal returned as a function of time from the sea surface. From the radar
equation (Skolnik, 1970; Stewart, 1985), the signal power is proportional to the area on
the sea surface illuminated by the antenna footprint. The footprint area as a function of
time is shown in Fig. 5. After the leading edge of the transmitted pulse strikes the wave
crests at satellite nadir, the footprint becomes an expanding circle. The area of the
circular footprint is shown in Cheltcat al. (1988) to increase linearly with time until the
trailing edge of the pulse reaches the wave troughs at satellite nadir. Thereafter, the
footprint becomes an annulus with constant area. Since the footprint outer diameter
expands with time, the beam angle of the received signal increases with time. The
antenna gain decreases with increasing beam angle. Thus, the power as a function of time
resembles the area illuminated as a function of time, except scaled by the antenna gain
pattern. This results in the “plateau droop” as shown in Fig. 4.
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Figure5. Schematic representation of a wide beamwidth, short pulse propagating from the satellite to
the sea surface (upper row). The antenna footprint on the sea surface is shown as a function
of time in the middle row. The area of the footprint is shown as a function of time in the
bottom panel. For acam sea surface, the arearise time is equa to the pulse duration 7. For a
rough sea surface with significant wave height H_,, this rise time increases by amount 2¢*
H

Note that the rise time of the leading edge of the time history of the return power
depends on the wave height. As wave height increases, the leading edge becomes more
stretched due to the spread of the returns from wave crests and wave troughs at satellite
nadir. The significant wave height (defined as four times the standard deviation of the sea
surface elevation) at satellite nadir is proportional to the rise time of the leading edge of
the waveform (Fig. 6). Thus, significant wave height can be estimated from the slope of
the leading edge of the waveform (Walsh, 1979).

Given the probability distribution of the sea surface elevation, the pulse reflected
from nadir mean sea level can be associated with a particular frequency in the power
spectrum of the returned waveform. It is shown in Chelton et al. (1988) that, for a
Gaussian sea surface height distribution, this frequency corresponds to the half-power
point on the leading edge of the waveform (see Fig. 4). The altimeter adaptive tracking
unit shifts the waveform in frequency to maintain the half-power point at a specified
frequency f, (set by the time lag between the transmitted chirp and the deramping chirp).
With the electronics incorporated in the SEASAT, GEOSAT, and TOPEX altimeters, this
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frequency shift can be applied with a resolution of (647)", corresponding to a 2-way
travel time resolution of 0.0488 ns and a range precision of about 0.7 cm. Frequency
shifts are achieved by adjusting the timing of the deramping chirp. For proper tracking,
the time lag between the transmitted and deramping chirps is equal to the 2-way travel
time from the altimeter to mean sea level at satellite nadir. The speed of light used to
transform from 2-way travel time to range h must account for the effects of atmospheric
refraction from water vapor and dry gases in the troposphere, and ionospheric free
electrons as discussed in Sec. 2.3.

The two geophysical quantities to be extracted from the return spectral waveform
are thus the range to nadir mean sea level (which should be located at the half power
point of the leading edge of the waveform if the tracker is performing properly), and the
significant wave height (inversely proportional to the slope of the leading edge of the
waveform). The important portion of the return waveform near the leading edge is
bracketed by the dashed lines in Fig. 4. Since not all of the waveform is needed for
waveform processing, the return signa is low-pass filtered to eliminate frequencies
higher than some pre-determined f _ , as shown by the dotted line in Fig. 4. In addition to
eliminating most of the unused trailing edge of the waveform, this low pass filter
eliminates aliasing and allows a large sample interval in the time domain (order ps) while
still retaining the full frequency resolutio® = 1/r in the frequency domain
(corresponding to the 2-way travel time resolution of 3.125 ns) in the discrete samples of
the waveform. This filter is generally referred to as an anti-aliasing filter.

It should be pointed out that the smooth return waveform in Fig. 4 exists only in
the average of many individual waveforms. Within the altimeter antenna footprint on the
sea surface, there will always be many wave facets specularly reflecting the incident
signal at a given range. The amplitude of the total returned signal can therefore be shown
to be approximately Rayleigh distributed (Ula&tyal., 1988) and the returned power
(proportional to the square of the amplitude) in each range gate is therefore
approximately an exponentially-distributed random variable. Since each range gate
samples a different collection of wave facets, this geophysical variability results in a
noise-like appearance of each individual return waveform. As the altimeter moves along
the satellite orbit, the path lengths to the various facets change. The wave facet phase
relationships therefore change and the return signal amplitude undergoes different
Rayleigh fluctuations in each waveform. Many individual waveforms must therefore be
averaged to obtain a mean waveform with the smooth shape shown in Fig. 4. If each
waveform is statistically independent (which depends on the pulse repetition rate and the
satellite orbital velocity, see Walsh, 1982), the Rayleigh noise decreases as the square
root of the number of waveforms in the average. In practice, the tracker analyzes the
average of all individual waveforms received over 1/20 s.
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Figure6. Example SEASAT waveforms for significant wave heights of 2.75 m, 5.21 m, and 9.29 m.
The waveform sample number out of atotal of 60 is shown aong the bottom axis. For each
waveform, the noise spectral power in the early waveform samples has been removed from
each waveform sample, and the waveform samples have been scaled to have a maximum
value of 1.

The tracker thus updates 20 times per second the frequency shift necessary to
locate the half power point of the leading edge of the waveform at the specified
frequency f, (Fig. 4). The tracker determines the frequency shift for proper alignment of
each 1/20 s average waveform and then applies this shift to each waveform in the next
1/20 s group. This frequency shift is determined on board the satellite by computing the
difference

D = Sage ~ Smid» (21)

where S_, is the spectral power in the “middle gate” at frequepof the waveform and
S, is the “AGC gate” defined as

1 Nagc
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In (22), S is the spectral power of the waveform at frequency f sampled by discrete
Fourier transform. The AGC gate is thus a scaled total spectral power summed over N_
(typically about 60 for past and present satellite atimeters) frequencies centered on the
tracking frequency f. The scaling factor N, is a fixed constant chosen so that the
difference D given by (21) is zero when the waveform is properly aligned.

For noise-free waveforms, S_ = 0.5S __ (where S_ is the maximum spectral power
in the waveform) if the half power point of the leading edge of the waveform has been
placed at the middle gate frequency f,. If the antenna gain were 1 across the full antenna
beamwidth, the plateau in the waveform at high frequencies would be flat. Then the
average power over N, frequencies centered on f; would also be 0.5S . In this case, the
scaling factor N, in (22) would be equal to N_ to make D equal to zero in (21). For areal
antenna, the gain pattern and the anti-aliasing filter result in the plateau droop discussed
previously (see Fig. 4), which reduces the total power summed over the N_ frequencies.
The power in the middle gate remains 0.5S _ for proper tracking, independent of plateau
droop. The scaling factor N, in (22) must therefore be reduced to make S equal to
0.5S_. The appropriate value of N, is determined pre-launch from laboratory calibration
of the instrument.

As noted previoudly, there is residual noise in return waveforms, even in averages
of alarge number of individual waveforms. This noise effectively averages to zero in the
1/20 s average of the sum over alarge number N_ of frequencies in the AGC gate (22).
The value of S is therefore relatively insensitive to random fluctuations about the mean
at each individual frequency. Residual noise can be significant, however, in the average
values of S over 1/20 s for any particular frequency f. Thus, setting S, equal to the
spectral value at frequency f introduces noise in the value of D given by (21). In practice,
noise in the value of S_ is reduced by defining the middle gate to be the average of 2k
spectral values centered on frequency f. The width of the middle gate is adjusted
according to the “rise time” of the leading edge of the waveform (directly related to
SWH); as wave height increases and the leading edge of the waveform becomes more
stretched, the value of k is increased as a staircase function of SWH. A total of five
possible middle gate selections are allowed, centered near SWH values of 1, 2, 4, 8, and
16 m. The on-board tracker is referred to as “adaptive” because of this ability to adjust
the width of the middle gate according to SWH.

The value of the AGC gate is only weakly dependent on misalignment of the
waveform. The value of the middle gate, however, is very sensitive to waveform
alignment. If the differencP given by (21) is greater than zero, ti#nis too small and
the half-power point of the leading edge of the waveform was misplaced at a frequency
lower thanf. Similarly, a value oD less than zero implies th§t_ is too large and the
half-power point was misplaced at a frequency higher thakssuming that tracking of
the half power point is not off by a large amount (i.is relatively small), then the
tracking gate is in the vicinity of the half-power point of the leading edge where the
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waveform can be approximated as a straight line (Fig. 4). Then the shift in frequency
necessary to achieve D =0 is

Af'=bD, (23)

where b is the reciprocal of the slope of the leading edge at the tracking gate. Since the
slope of the leading edge of the waveform isinversely related to SWH, the parameter b is
proportional to SWH. This parameter is stored in a look-up table on board the satellite as
a biquadratic function (determined empirically pre-launch) of SWH and attitude angle in
the five step sizes corresponding to the middle gate width used in the adaptive tracking.

The frequency adjustment (23) determined from one group of 1/20 s waveform
averages is applied to all of the waveforms of the next 1/20 s cycle. Frequency shift and
time lag between transmitted and deramping chirps are directly related by (19). The 2-
way travel time between the satellite and nadir mean sea level for the next group of 1/20
s averages is equal to the adjusted time lag between transmitted and deramping chirps.
Note that the waveforms in the 1/20 s average from which waveform misalignment is
estimated are not corrected for the frequency shift (23). This is because the waveforms
are sampled coarsely by discrete Fourier transforms with frequency resolution of 1/7 as
discussed previously. Thus, fine resolution frequency shifts given by (23) are not
possible without interpolating the discretely sampled waveform. Since the frequency
adjustment is updated 20 times per second, waveform misalignment is generally small.

There is still considerable residual noise-like quality in 1/20 s averages of return
waveforms as a result of geophysical Rayleigh noise. This noise would lead to noise in
the tracker estimate of waveform misalignment. The estimates of timing misalignment
must therefore be smoothed over time to improve the estimate of frequency shift
necessary to align the waveform properly with the half-power point at frequency 0. This
smoothing is implemented by aa-f tracker” which estimates the range and range rate
of change since the previous tracking update cycle (Cheitaln, 1988). The range rate
of change is due partly to an apparent range rate from noise in the individual range
estimates obtained from the 1/20 s averages and partly to a true range rate from the
vertical component of satellite velocity relative to the sea surface. Orbital eccentricity,
oblateness of the earth, and along-track variations in sea surface topography over major
topographic features in the geoid can result in a relative vertical velocity as high as 30
m/s (Born, personal communication). The timing for the deramping chirp is determined
from recursion relations which smooth the preceding estimates of range and range rate
with time constantsr andf (see Cheltomt al., 1988).

2.5 Instrument and Air-Sea I nterface Algorithms

A number of instrumental corrections and air-sea interface corrections must be
applied to obtain accurate range estimates from the on-board tracker estimates of 2-way
travel time. The most important instrumental sources of error in range measurements are
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the bias in on-board tractor timing estimates, calibration biases in the waveform range
gate samples, the effect of antenna gain pattern on the waveform shape, errors in
attenuation of the returned power applied by the automatic gain control, and antenna
mispointing errors. Air-sea interface corrections include corrections for the differences
between mean sea level and the median sea surface sampled electromagneticaly by the
altimeter (the electromagnetic and skewness biases). These are summarized schematically
in Fig. 1 and are described in detail in this section (see also Chelton et al., 1988).

2.5.1 On-board Tracker Algorithms

As described in Sec. 2.4, the on-board tracker algorithm is designed to align the
return spectral waveform so that the half-power point of the leading edge is at a specified
frequency f,. For aflat sea surface, this half-power point corresponds to mean sea level.
More generally, the half-power point corresponds to the median (as opposed to the mean)
of specular reflectors on the sea surface (see further discussion in Sec. 2.5.2). What is
desired for the atimeter range measurement is mean sea level. When the sea surface is
not flat, mean sea level and the median scattering surface differ. The difference is the
sum of the electromagnetic (EM) and skewness biases discussed in Sec. 2.5.2. The on-
board tracker attempts only to estimate the half-power point, without regard to its relation
to mean sealevel. EM and skewness bias effects are removed (to the extent possible) in
subsequent ground-based processing. Sources of instrumental error in on-board tracking
of the half-power point are discussed in this section.

The most obvious source of on-board tracker errors is noise in the estimates of
AGC gate and middle gate values S and S, in (21). As described in Sec. 2.4, S is
computed from 1/20 s averages of the sum of a large number N_ of individua range
gates in each waveform and is therefore relatively insensitive to Rayleigh fluctuations in
the return waveforms. The middle gate S_, is computed from a local average of 2k
spectral values around the tracking gate. The value of k is increased as a staircase
function of SWH. Because fewer individual range gates are included in the average, S,
is much more senditive than S to Rayleigh noise. This introduces noise in the value D
given by (21), which results in errors in the frequency sfiifhe(23) used by the tracker
to correct for misalignment of the waveform. This unavoidable source of tracker noise is
significantly reduced by the smoothing inherent indt tractor.

A second source of tracker error is systematic erro& inThe AGC gate given
by (22) must be scaled Iy, to account for plateau droop in the waveforms. If the value
of N, used is in error because of improper modeling of the antenna gain pattern, or is not
appropriate for the nominal antenna pointing an§lg, will be biased. Any residual
systematic errors in the AGC gate would lead to a bias in the estimate of waveform
misalignment. This error can be corrected by ground-based processing if the antenna
pointing angle is known accurately (see Sec. 2.5.3).
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The table look-up estimate of the parameter b (the reciprocal of the slope of the
leading edge of the waveform) in the tracking sHiftgiven by (23) introduces a third
error in tracker performance. This staircase approximation of the waveform slope is in
general not exact, thus introducing errors in waveform alignment. The look-up parameter
Is based on SWH, with the step size between successive look-up values increasing with
SWH. Consequently, this component of tracker noise increases in magnitude with
increasing wave height. This source of tracker noise could be reduced by replacing the
table look-up estimate df with an accurate estimate computed from the actual slope of
the leading edge of the waveform. Note, however, that errdyoimly affect the rate at
which the tracker brings the waveform into proper alignment. A value tbat is too
small will require several 1/20 s tracking update cycles to align the waveform properly. A
value ofb that is too large will result in greater tracker noise as the waveform is shifted
too much in each 1/20 s update cycle. Noise introduced by the coarse resoludtticn of
mitigated, to some extent, by the smoothing inherent imth@tracker. These errors are
further reduced when the range measurements are averaged over time (nominally, 1 s
averages have been used for SEASAT and GEOSAT data).

The coarse look-up table resolution of the parambtén (23) introduces an
additional tracking error when the AGC attenuation is in error. For proper tracking, the
value ofD given by (21) is zero. In this cade,is not sensitive to the accuracy of the
AGC attenuation since the same attenuation is applied to the spectral power in all range
gates and the tracking gate still coincides with the half-power point. However, when the
value of D is nonzero, the AGC accuracy becomes more important. Suppose the
waveform attenuation is in error by a multiplicative fadbrThen the differenc® is
also in error by the facto€. The “rise time” of the leading edge of the waveform is
independent of AGC attenuation, so the slope of the leading edge also changes by the
factorC. The parametdr therefore changes by the facto€1And the frequency shiff e
of the waveform given by (23) should be insensitive to the accuracy of AGC attenuation.
This is true only if the actual value of the waveform slope is used to commp8teceb
is determined from a coarse look-up table, the errd@ ia not necessarily compensated
for exactly by a similar error it. Errors in AGC attenuation can therefore introduce
noise in the tracking of mean sea level in the waveform. This noise is similar in character
to that introduced by errors mas discussed above. These errors affect the rate at which
the tracker brings the waveform into proper alignment.

2.5.2 EM and Skewness Biases

As described in Sec. 2.4, the function of the on-board tracker is to adjust the
timing of the deramping chirp to maintain the half-power point of the leading edge of the
returned spectral waveform at the specified frequdpg¢gee Fig. 4). This tracking is
performed without consideration of the relation between the half-power point and mean
sea level. There are at least two effects which result in systematic differences between the

24



two. If not corrected for, both of these effects tend to bias the atimeter estimate of mean
sea level lower than true mean sealevel.

The first bias is due to the difference between mean sea level and the mean
scattering surface. The radar backscattered power per unit surface area is greater in wave
troughs than near wave crests. In part, this is due to the fact that the power backscattered
from a wave facet to the altimeter is proportional to the local radius of curvature for the
long-wavelength (longer than a few cm) portion of the wave spectrum. Ocean waves are
generally skewed such that wave troughs are flat and wave crests are peaked. Thus, the
radii of the troughs are greater than the radii of crests. The result is a bias in
backscattered power toward wave troughs. This bias is further enhanced by a greater
small-scale roughness of the sea surface near wave crests, which scatters the atimeter
pulse in directions away from the incident radiation. A possible physical explanation for
the difference in roughness between troughs and crests is that the trough regions are more
protected from surface winds, and hence smoother. Troughs are therefore better specular
reflectors. Thus, both of these effects bias the power distribution of the reflected altimeter
pulse toward wave troughs, as shown in Fig. 7. This bias is due purely to the interaction
between electromagnetic (EM) radiation and the sea surface, and is therefore referred to
as EM bias.

The magnitude of EM bias cannot be determined from the shape of return spectral
waveform since the waveform is shifted in frequency but essentially unchanged in shape,
and therefore introduces an undetectable range error (Walsh et al., 1988; Rodriguez,
1988). The EM bias probably depends on a variety of surface wave characteristics. The
only sea state characteristic measured by the altimeter is the significant wave height
(from the slope of the leading edge of the return spectral waveform). Since EM bias tends
to increase with wave height, it is generally expressed as a percentage of SWH. Estimates
derived empirically from in-orbit measurements range from 1-5% of SWH, but with
uncertainty as large as the correction (Hayne and Hancock, 1982;eBaln 1982;
Douglas and Agreen, 1983).

The magnitude of the EM bias can be quite large. Significant wave heights of 10
m are not uncommon in the Southern Ocean (Chelt@h.,, 1981; Witter and Chelton,
1988). If the EM bias is 2% of SWH, this corresponds to a bias of 20 cm. If the
uncertainty of the EM bias is only 1% of SWH, the resulting uncertainty in the range
measurementhl is 10 cm. This clearly represents a major source of uncertainty in the
overall height error budget. Since SWH tends to vary latitudinally (typically 6 m in the
Southern Ocean, 1-2 m in the tropics, and 3—4 m in the mid- to high-latitude northern
oceans—see Cheltat al., 1981), any systematic errors in the EM bias would introduce
latitudinal biases in the range measurements. This would result in erroneous mean zonal
geostrophic currents estimated from altimeter data.
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Figure7. Schematic representation of mean sea level (thin continuous line), the mean scattering
surface (dashed line), and the median of the scattering distribution (dotted line) for a rough
sea surface (heavy continuous line).

Another potential source of concern for the EM bias is imprecision in the altimeter
estimates of SWH. Since the EM bias is modeled as a simple percentage of SWH, noise
in the SWH estimates obtained from the leading edge of the return waveforms results in
noise in the bias correction. Witter and Chelton (1988) showed that the SEASAT
altimeter SWH noise was about 20 cm for SWH up to 7 m, and gradually increased to
about 40 cm for SWH of 15 m. For an EM bias of 2% of SWH, this corresponds to noise
of only 0.4 to 0.8 cm in range estimates. Thisis negligible in comparison with errors due
to uncertainty in the magnitude of the EM bias (i.e.,, uncertainty in the SWH
multiplicative factor used in the EM bias correction).

The second bias is related to the non-Gaussian nature of the sea surface height
distribution. Removing the EM bias discussed above, the correspondence between the
half-power track point and mean sea level is exact only if the height distribution is
symmetric (e.g., Gaussian). In actua fact, the height distribution is skewed (Fig. 8).
Mean sea level is unchanged. However, the amplitudes of negative height deviations are
reduced, and the amplitudes of positive height deviations are increased by skewness in
the height distribution. The median of the height probability density function p(h)
corresponds to the point h__, where
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Figure8. Comparison of Gaussian (dashed curve) and skewed Gaussian (continuous curve) sea surface
height distributions relative to mean sea level. The surface height standard deviation is
denoted by o. Note that the skewed and Gaussian distributions intersect at mean sea level and
te3 0.
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For any symmetric distribution, the median is equal to the mean value. The median of a
skewed Gaussian sea surface height distribution is shifted from mean sea level toward the
wave troughs (Hayne and Hancock, 1982; Srokosz, 1986). Since the return spectra
waveform described by the convolution (20) is an integral of the sea surface height
probability density (weighted by the antenna gain), the half-power point on the leading
edge corresponds very closely to the median of the scattering surface. Effects such as
antenna pointing errors and the rolloff of the antenna gain pattern will cause the half-
power point to differ from the median, but these differences are second order effects.
This tracker height bias toward wave troughs due to the non-Gaussian nature of the sea
surface height distribution is referred to as the skewness bias (Fig. 7).

At the present time, estimates of the magnitude of the skewness bias are very
uncertain, ranging from 20% to 100% that of the EM bias (though not in any simple way
related to EM bias). Correcting for the skewness bias requires knowledge of both the
surface wave height standard deviation (or, equivalently, SWH) and the skewness
parameter. Determination of the latter from atimeter waveformsis possible from detailed
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ground-based waveform analysis (Rodriguez, 1988; Walsh et al., 1988), but requires very

accurate range gate calibrations (see Sec. 2.5.4). Rodriguez (1988) and Rodriguez and
Chapman (1988) have estimated skewness biases of 1-4 cm from simulations and actual
SEASAT data.

Clearly, further research is important to understanding better the physical basis of
the EM and skewness biases and developing accurate correction algorithms. This requires
a better understanding of radar scatter theory. In particular, the limitations of present
approximations, the structure of the sea surface and the theory of ocean wave interactions
all need to be better understood.

2.5.3 Antenna Mispointing

Off-nadir antenna pointing angles affect the accuracy of measurememtsand

range h. The physical basis for the effects of antenna mispointingoons well
understood. Off-nadir pointing angles result in a loss of returned power from the
combined effects of antenna gain pattern rolloff and the strong incidence angle
dependence (Moore and Fung, 1979) of the coefficikmisdB in the model function (1)
relatingoe to wind speed. The loss or» can be determined accurately as a function of
antenna pointing angle from pre-launch simulations and calibration of the antenna. For
the SEASAT altimeter, a pointing error of 0.2« resulted in a loss of 0.4 dB(@Ghelton

and McCabe, 1985).

The physical basis for the effects of antenna mispointing on the range estimate is
also well understood. The combined effects of antenna mispointing and antenna gain
pattern affect the shape of the returned waveform (MacAdtair, 1987; Rodriguez and
Chapman, 1988). An example from the GEOSAT altimeter is shown in Fig. 9. Off-nadir
pointing angles decrease the rolloff rate of the trailing edge of the return waveform; the
plateau region is approximately horizontal when the satellite attitude angle is equal to the
angle corresponding to the half-power point of the antenna gain pattern. For large
pointing errors, the returned power in the plateau region can actually increase with
increasing range gate because the portion of the antenna pattern with maximum gain
samples a region on the sea surface far from satellite nadir. Clearly, antenna mispointing
will lead to errors in the AGC gatg given by (22) due to an overestimate of power in
the plateau region. This will bias the valueSf high, which would cause the tracker to
shift the half-power point of the leading edge of the waveform to a frequency higher than
f, thus overestimating the range to nadir mean sea level (biasing the altimeter estimate of
sea level below true mean sea level). Without the shape of the waveform, it is not
possible to distinguish mispointing errors from frequency-shifted waveforms due to
tracking errors. If not corrected, antenna mispointing of 0.2« results in a 2 cm range error
for a SWH of 2 m. This range error increases approximately linearly with SWH
(Rodriguez and Chapman, 1988).
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Both o+ and the rangé can be corrected for antenna mispointing, given accurate
estimates of the antenna pointing angle. Historically, on-board satellite attitude sensors
have not provided sufficiently accurate estimates of attitude. Furthermore, the orientation
of the altimeter antenna boresight in the satellite coordinate system is known with only
limited accuracy. The antenna pointing angle might therefore be estimated more
accurately from the shape of the waveform in the plateau region. This method of
estimating pointing angle is presently used on GEOSAT (MacAdhalr, 1987), which
does not carry an on-board attitude sensor. The off-nadir angle is estimated from the
power summed over the last eight of 60 waveform samples (the “attitude gate”, see Fig.
9). Empirical corrections based on the attitude estimate are then applied to the estimates
of height and SWH. From ground simulations, the power in the attitude gate has been
found to be a biquadratic function of attitude and SWH. Attitude corrections to altimeter
estimates of range and AGC (and heweg are linearly related to the power of the
attitude gate. These corrections are applied using a table look-up formulation with
coefficients that depend on SWH. The effects of imprecision in the altimeter estimates of
SWH (see Sec. 2.5.2) used to search the look-up tables have not yet been investigated.
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Figure 9. Example GEOSAT waveforms for Oe (solid line) and 1¢ (dashed line) off-nadir pointing
angles. The attitude gate consisting of the spectral power summed over the last eight
waveform samples is shown by the arrow.
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2.5.4 Waveform Sampler Gain Calibration

Analysis of the average of many return waveforms from GEOS-3, SEASAT, and
GEOSAT reveals that the power in some range gates is consistently higher or lower by
small but significant amounts from that of neighboring range gates. These systematic
differences are referred to as waveform sampler (or range gate) calibration errors. GEOS-
3 applied a genuine pulse compression of the received signal using a dispersive delay
line. The resulting short duration signal was sampled at 6.25 ns intervals by sample-and-
hold circuitry. The range gate sampler calibration errors in GEOS-3 waveforms (Walsh,
1979) were evidently due to gain variations in the sample-and-hold circuits. When
removed by empirical calibration corrections, the quality of the return waveforms was
significantly improved.

On the SEASAT and GEOSAT altimeters, the return spectral waveforms were
sampled by discrete Fourier transforms. The filter response functions were therefore
exactly the same for all range gates and range gate calibration errors should in principle
not exist. Nonetheless, systematic calibration differences have been found to exist
between neighboring waveform samples (Hayne, 1980; Hayne and Hancock, 1987). One
cause of these calibration errors is the sharp cutoff anti-aliasing filters (see Sec. 2.4 and
Fig. 4) implemented on SEASAT and GEOSAT which had significant in-band ripple in
the frequency response function. The TOPEX anti-aliasing filter will be designed to have
lower in-band ripple, but there will still likely be small variations in the calibration of
neighboring range gates. Since the characteristics of the anti-aliasing filters can be
determined very accurately by laboratory calibration prior to launch, it should be easy to
correct for these in-band ripple effects. Waveform sampler calibrations of this nature can
also be determined post launch from the average of many noise-only measurements
passed through the low-pass anti-aliasing filter.

Another suggested cause for discrete Fourier transform waveform sampler
calibration errors is irregularities in the transmitted and deramping chirps (Fig. 3). The
pulse compression technique described in Sec. 2.4 requires an exactly linear frequency
change across the chirp sweep period. Known deviations from linear frequency sweep
could be accounted for in waveform processing. These could be determined prior to
launch from careful laboratory measurements. Variations in the chirp characteristics as
the altimeter ages are much more difficult to determine and correct for in waveform
processing. They cannot be determined from noise-only measurements. The average of
many waveforms from similar sea-state conditions (so that the leading edge of the
waveform is the same) must be used. It then becomes difficult to separate sampler gain
variations from other geophysical variability that might have similar characteristics. The
digital chirp generator used on GEOSAT and TOPEX should eliminate this second
source of waveform sampler calibration errors.

For accurate estimates of range h and oe, calibration biases in waveform samples
must be removed. Any residual calibration errors will result in errors in the AGGgate
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and middle gate S_, used to determine o+ andh as described in Sec. 2.4. It is essential
that methods be developed and verified for both pre-launch and post-launch
determination of waveform sampler calibration biases.

2.6  External Physical Corrections

For oceanographic applications, the interest is in the sea surface elevation resulting
from dynamic ocean signals. This is shownhasn Fig. 1. The dynamic sea surface
elevation is determined from the altimeter range measurdmisnt

hg=H-h-hy, (25)

whereh andH are the geoid height and orbit height, respectively, relative to a reference
ellipsoid approximation to the earth’s surface. Determinatiom ,dfom the altimeter

range measurement h thus requires independent estimdteanofH. In addition, other
external geophysical effects on the free sea surface must be removed in order to focus on
signals inh, resulting from geostrophic ocean currents. These include ocean and solid
earth tides and the static effects of atmospheric pressure loading (the “inverse barometer
effect”). All of these external physical corrections are discussed in this section.

2.6.1 Ocean and Solid Earth Tides

Although a thorough dynamical understanding of ocean tides is very difficult, the
basic principles are straightforward. To a very close degree of approximation, tides on the
earth are controlled by the moon and the sun. While other heavenly bodies contribute
tidal-generating forces, their relative strengths are very small by comparison. Since the
motions of the moon and the sun relative to the earth are known very precisely, it is
possible to compute the tidal-generating potential to great accuracy at any point on the
earth. Doodson (1922) decomposed the tidal-generating potential into 389 constituents.
The total tidal-generating potential can be closely approximated by only the six
constituents with the largest amplitude; these all have periods shorter than 26 hours.

If the earth were covered by a uniform layer of water, dynamical prediction of
ocean tides at any location would be a simple matter since the periods, amplitudes, and
phases of all tidal constituents are known precisely. However, the presence of continental
boundaries and complex bottom topography in nearshore regions and the effects of the
earth’s rotation make purely dynamical prediction only marginally useful. In practice,
ocean tides are determined empirically at selected locations. A tide gauge is installed, and
measurements are made for a long enough period to resolve the principal constituents
(usually a few months to a year or so). The amplitudes and phases of each of the major
constituents are determined by harmonic analysis. Dynamical models of global ocean
tides are then constrained by the empirically determined tidal amplitudes and phases at
the tide gauges.
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The amplitudes of tidal signals in the open ocean are typically 1-2 m with length
scales typically longer than 1000 km (see e.qg. Parlre, 1982). Tidal amplitudes are thus as
large or larger than the signals of interest to altimetric studies of ocean circulation and
ocean tides must therefore be removed from the altimeter range measuneinetite
past, the Schwiderski (1980a; 1980b) and Parke-Hendershott (Parke and Hendershaott,
1980; Parke, 1982) ocean tide models have predominantly been used for tidal corrections.
Present accuracies of these models are typically 5-10 cm globally. Errors are larger near
coasts and in the southern hemisphere. This is because both tidal models are heavily
constrained to coastal tide gauges, which are often not ideally located for measurement of
open ocean tides and are not uniformly distributed geographically. Model inaccuracies
are also large for some shelf regions and some boundary bays and seas (e.g., Patagonian
shelf, Mediterranean Sea, Tasman Sea, Hudson Bay).

An important point to keep in mind is that satellite altimeter data include the
geocentric tide (solid earth tide plus ocean tide), rather than only the ocean tide as
observed by gauges. Therefore, both the solid earth and ocean tides must be removed
from altimetric data. Solid earth tides have amplitudes of about 10-20 cm but can be
modeled much more accurately (to approximately 1 cm) than ocean tides (Melchior,
1983; Harrison, 1984).

2.6.2 Atmospheric Pressure Loading

Atmospheric pressure exerts a downward force on the sea surface that is at least
partially compensated for by a change in sea surface elevation. These changes in sea
surface elevation are unrelated to sea surface topographic features associated with
geostrophic currents and therefore must be removed to obtain the dynamic sea surface

topographyh,. The hydrostatic equation for pressymedepthz, water densityp, and
gravitational acceleratiogis

dp/ dz=pgg. (26)
Define z = 0 to be the mean free sea surface in the absence of pressure forcing.

Integrating (26) from a depth) to the actual sea surface heightrhere the atmospheric
pressure i, the total pressure at dehis

0 h
p(z0 =)Pa + [, pudz+f; podz (27)

If the ocean response to atmospheric pressure loading is isostatic (i.e., there is no net
pressure change at depth associated with atmospheric pressure changes), then the first
and last terms on the right hand side of (27) balance. The isostatic response is therefore

h
Pa = —f,09dz=~-pgh. (28)
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The approximation comes from the fact that o and g are approximately constant over the
shallow depth range h near the sea surface. For atmospheric pressure p, in mb, p in
gm/cm’, and g in cm/s’, the isostatic response of the sea surface in cmis

h=-(pg) ™" pa. (29)

Using values of p = 1.025 gm/cm’ and g = 980.7 cm/s” typical of the sea surface, this
so-called “inverse barometer response” is —0.9948 cm/mb.

The change in sea surface elevation (29) to compensate for changes in atmospheric
pressure results not from the compression of water but from a horizontal redistribution of
water mass in response to horizontal variations in atmospheric pressure. If atmospheric
pressure changed uniformly over an ocean basin, except for a negligible change due to
the small compressibility of seawater, there would be no change in sea level. Thus, the
sea surface response to atmospheric pressure loading depends on the spatial scale of the
pressure forcing. It also depends on the time scale of the pressure forcing (Wunsch, 1972;
Crepon, 1976; Brink, 1978). The transient adjustment to a change in atmospheric
pressure is carried out relatively rapidly by long gravity waves. The response is believed
to be nearly isostatic for time scales between about 2 days and 2 weeks (Wunsch, 1972).
At shorter time scales, the ocean does not have time to compensate for the rapid pressure
changes. At longer time scales, the ocean responds dynamically in the form of
geostrophic currents and Rossby waves (Crepon, 1976; Brink, 1978). Ocean circulation
studies require removal of the actual sea surface response to atmospheric pressure
loading. The detailed wavenumber-frequency characteristics of the transfer function
between sea surface elevation and atmospheric pressure loading is not known. It is likely
that the transfer function varies geographically (e.g., coastal reggngpen ocean
regions).

The inverse barometer correction is presently a major source of error in altimetric
studies of dynamic sea surface topography. The accuracy of this correction is limited by
uncertainty in the actual sea surface atmospheric pressure and by uncertainty in the
transfer function between sea surface elevation and atmospheric pressure loading. As
noted in Sec. 2.3.1, the uncertainty in sea level pressure is probably typically about 3 mb
(corresponding to an uncertainty of about 3 cm in the inverse barometer correction), but
may be a factor of two or more higher in intense storms and the southern hemisphere
where the sea level atmospheric pressure fields are not well resolved by meteorological
models. Extreme cases of atmospheric pressure errors as large as 40 mb have been
documented (Trenberth and Olson, 1988). It is clear that the inverse barometer correction
can be a major source of error in altimetric estimates of dynamic sea surface topography.

2.6.3 Marine Geoid
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Variations in gravitational acceleration over the earth’s surface result in an uneven
distribution of water mass in the oceans. There is a latitudinal variation associated with
the oblateness of the earth. In addition, there are gravity anomalies associated with
topographic features on the earth’s surface. The gravitational acceleration at the sea
surface is slightly stronger over bumps on the ocean bottom and slightly weaker over
depressions in the bathymetry. In the absence of other forcing (e.g., pressure gradients,
wind forcing, or tides), the sea surface would be a surface of constant gravitational
potential (the marine geoid). Mathematically, the marine geoid with potebfiab

related to the vector gravitational acceleratdry
g=0dyg. (30)

The vector gravitational acceleration is locally perpendicular to any point on an
equipotential surface so that there are no lateral gravitational forces along the geoid. The
vector gravitational acceleration at the sea surface in the vicinity of a bump is therefore
deflected toward the bump (Fig. 10). The amount of deflection depends on the
composition of the bathymetric feature and decreases as the inverse square of the distance
horizontally from the bump. Thus, a bump in the far field has essentially no effect on the
local gravitational acceleration. The marine geoid over a bump is therefore also a bump
(though smoothed somewhat due to the inverse-square dependence on vertical and
horizontal distance from the bump). Similarly, the marine geoid over a depression in the
bathymetry (e.g., a trench on the ocean bottom) is also depressed. To first order then, the
marine geoid is a low-pass filtered image of the bathymetry (Fig. 10).
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Figure 10. Schematic diagram of a bump and a depression on the ocean bottom and the corresponding
marine geoid. The vectors indicate the gravitational acceleration aong the geoid. The
gravitational acceleration is locally deflected toward the bump and away from the depression
and is tangentially perpendicular to the geoid.
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Global estimates of the marine geoid are obtained from combined satellite tracking
data and ship-based gravity measurements (Marsh et al., 1988). The long wavelength
components are obtained from measurements of the perturbed motion of near-earth
satellites and short wavelength components are determined from ship-based gravity
measurements. These gravity measurements are unevenly distributed globally, so thereis
large uncertainty of approximately 1 min the global geoid (Marsh et al., 1988). Except in
limited geographical regions of densely-sampled shipboard gravity surveys (e.g., the
northwest Atlantic), uncertainty in the geoid height h_ is the largest source of error in
atimeter estimates of absolute dynamic sea surface topography h,. Globally, the height h,
of the marine geoid (Fig. 1) has a range of about £100 m about a reference ellipsoid
approximation to the surface of the earth (Magshl., 1988). By comparison, the sea
surface topographlg, from dynamic ocean currents has a range of at most a few meters
globally. Thus, to a very close approximation, the mean sea surface measured by an
altimeter coincides with the marine geoid. Because the marine geoid is a low-pass filtered
version of the bathymetry (as noted above), altimetric mean sea surfaces closely resemble
bathymetry maps (Sloss, 1987).

Since the range of the geoid heightis nearly two orders of magnitude larger
than that of sea surface topographic feattresssociated with dynamic ocean currents,
the geoid must be removed for altimetric studies of ocean circulation. With geoid
uncertainty of the same order of magnitude as absolute dynamic sea surface topography,
it is extremely difficult to separate from h, Problems with uncertainty in the marine
geoid can be eliminated by removing the altimetric mean sea surface computed from
many repeated tracks of the altimeter height measurements (e.g., Cheney and Marsh,
1981). This yields highly accurate maps of time-variable sea surface topography, but
removes along with the marine geoid the component of sea surface elevation resulting
from time-invariant ocean circulation. This is acceptable for studies of time-variable
ocean currents, but precludes studies of absolute sea surface topography and the
permanent ocean circulation. These studies requireighly accurate independent
estimate of the marine geoid.

Accurate knowledge of the global marine geoid is important to altimetry for
another reason. From (30), the gravitational acceleration can be computed from the
marine geoid. Thus, knowledge of the marine geoid contributes to knowledge of the
global gravity field. The gravity field is needed to model the satellite orbit héight
(Fig. 1) between ground-based tracking measurements. Indeed, uncertainty in the
gravitational field is the one of the largest sources of error in precision orbit
determination (Sec. 2.6.4). Thus, improvements in the accuracy of the marine geoid will
lead to improvements in precision orbit determination.

2.6.4 Precision Orbit Determination
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The goa of precision orbit determination (POD) is to determine the satellite
ephemeris (H and the latitude and longitude of the point on the sea surface at satellite
nadir) and velocity relative to the center of mass of the earth. This is accomplished by
statistical orbit determination using observations of the spacecraft range, range rate or
angular measurements from the earth or from other spacecraft. If observations of the
satellite range are available from three or more locations in a fixed coordinate system, the
satellite position can be uniquely determined geometrically by triangulation. The satellite
Is not within the field of view of three tracking stations at all times so tracking data must
be used in conjunction with a dynamical orbit model to reconstruct the satellite trajectory.
The most general method of statistical orbit determination involves fitting satellite
position, velocity, and selected kinematic and dynamic force model parameters to
tracking data along an orbit arc by a weighted least squares procedure or by Kaman
filtering (Mohan et al., 1980). The advantage of these assimilation techniques over purely
dynamical modeling between triangulations is that accurate estimates of the satellite
position are not as sensitive to errors in the dynamica model.

There are a number of tracking systems presently in use. Microwave Doppler
tracking is one of the oldest and most widely used techniques for precise orbit
determination. One-way range measurements and the radial component of relative
velocity between a transmitting beacon and the focal point of the receiving antenna can
be determined from the difference between transmitter and receiver clock times and from
the Doppler frequency shift of the received signal. Two Doppler tracking systems
presently in use are TRANET (TRAnsit NETwork), originally developed in the U.S. in
the early 1960s to track the U.S. Navy Transit Navigation Satellites, and DORIS
(Determination of Orbit Radiopositioning Integrated from Satellite), developed more
recently in France. Both systems transmit at two frequencies to enable corrections for
frequency-dependent range delays due to ionospheric electrons (Sec. 2.3.3). TRANET
uses frequencies of 150 and 400 MHz, and DORIS uses frequencies of 400 and 2000
MHz. The two systems differ fundamentally in basic approach. DORIS uses a receiver
onboard the satellite and transmitters at about 50 ground locations, whereas TRANET
uses a single transmitter onboard the satellite and receivers at about 40 ground stations.
The DORIS tracking system will be used by the French for TOPEX/POSEIDON orbit
determination.

The present accuracy of the radial ephemeris H estimated from Doppler tracking is
approximately 50 cm for satellites such as SEASAT and GEOSAT (Marsh et al., 1988,
Table 23). The largest error in one-way Doppler tracking is due to timing biases between
the satellite and ground station clocks. If the transmitter and receiver clocks are not
perfectly synchronized, the apparent pulse travel time will be in error. This effect cannot
be easily calibrated since all clocks experience some timing drifts (not necessarily simple
linear functions of time). A correction for timing bias is estimated as an output of the
statistical orbit determination procedure.
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A new microwave tracking system called PRARE (Precision Range and Range-
rate Equipment) is currently under development in West Germany (Wilmes et al., 1987).
The PRARE system consists of a dua-frequency two-way microwave ranging and
Doppler system. The principal advantage of the PRARE system is that problems with
clock calibration in the TRANET and DORIS one-way tracking systems are eliminated.
The PRARE system will be used to track the ERS-1 satellite.

The TRANET tracking system will soon be replaced by GPS (the Global
Positioning System). GPS consists of 18 satellites and three active spare satellites in six
orbital planes with 12-hour orbits (Jorgensen, 1984). Full deployment of the GPS
satellites is expected by the early 1990s. The GPS satellites continuously broadcast their
geocentric coordinates and time. The 12-hour orbital period of the GPS satellites
corresponds to a satellite altitude of about 20,000 km above the earth’s surface. At this
high altitude, atmospheric drag and the effects of perturbations in the earth's gravity field
are very small so the GPS ephemerides are known very accurately. The clocks on all GPS
satellites are synchronized once per day so timing errors are also small in GPS tracking.
By observing four GPS satellites simultaneously from an altimetric satellite, geocentric
position and clock error relative to GPS time can be determined by solving four algebraic
equations (Yunclet al., 1985). Since the GPS signals generally propagate through the
upper atmosphere at altitudes above the altimetric satellite (except when the GPS satellite
Is close to the horizon of the altimeter satellite), atmospheric refraction is generally very
small. This relatively simple procedure yields accuracies of 10 to 15 m, depending on
how the GPS satellites are distributed within the field of view of the altimetric satellite.
This is clearly inadequate for altimetric applications. However, better than 10 cm
accuracy can be attained by using simultaneous carrier phase measurements between the
altimetric satellite and four GPS satellites while at the same time tracking the GPS
satellites from the ground (Yunekal., 1985). This method requires accurate corrections
for atmospheric refraction in estimating the ranges from the ground tracking stations to
the GPS satellites. An experimental GPS receiver will be flown on the
TOPEX/POSEIDON spacecratft to verify the accuracy of this tracking system.

Another tracking system important for altimetric satellites is optical laser ranging.
A laser system measures the round trip travel time of an optical pulse between the ground
and a reflector onboard the spacecraft. Modern laser systems have an accuracy and
precision of approximately one centimeter after correcting for atmospheric refraction of
the optical signal (Shawe and Adelman, 1985; Varghstsal., 1988). The major
limitation is that optical signals cannot penetrate clouds. As a result, laser tracking
success rate is generally less than 50%. In addition, laser ranging sites are expensive to
maintain so the network of ground-based lasers is relatively sparse. Consequently, while
estimates of satellite ephemerides based on laser tracking are very accurate at a few
points on the orbit, they can be severely degraded between laser tracking stations. The
TOPEX/POSEIDON spacecraft will carry a retroreflector for laser ranging. This will be
used for laser tracking and to validate the height measurements and determine the height
bias residual (Sec. 6.5).
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Currently, the magor source of POD error is due to errors in modeling the
spacecraft orbit introduced by uncertainty in the earth’s gravitational field (Tapley and
Born, 1980; Marslet al., 1988). Other modeling errors which degrade POD accuracy are
uncertainties in spacecraft drag, solar radiation pressure, and earth radiation pressure
(including uncertainty in earth albedo and atmospheric infrared transmittance).
Additional errors are introduced by uncertainties in atmospheric refraction, ground
station coordinates, solid earth and ocean tides, and antenna and retroreflector focal point
locations. For SEASAT and GEOSAT, the orbit error was approximately 1 m in the early
years after launch (Tapley and Born, 1980). Continued POD work reduced this error to
less than 50 cm (Marsé&t al., 1988). The orbit error will be reduced even further to
approximately 13 cm for TOPEX as a result of higher orbit (reduced atmospheric drag
and gravitational perturbations), improved tracking, and improved orbit modeling
(TOPEX Science Working Group, 1981; Mastlal., 1988).

27 Summary

From the summary presented in this section, it is clear that satellite altimetry is
multi-disciplinary. Many instrumental and geophysical corrections must be applied to the
basic altimeter range measurements to obtain accurate estimates of dynamic sea surface
topography. Small errors in each of these corrections can result in a large total error. The
uncertainties of several of the corrections are not presently known globally. The
WOCE/NASA Altimeter Algorithm Workshop was a first step at developing a more
guantitative and complete understanding of the total error budget for altimeter estimates
of dynamic sea surface topography. Summaries of the workshop recommendations for the
geophysical algorithms are presented in the following sections for the four categories
shown schematically in Fig. 1 and listed in Table 1.

3. BACKSCATTER AND WIND SPEED ALGORITHMS
3.1 oe Algorithm

3.1.1 Conversion from AGC to g

As noted in Sec. 2.2, an automatic gain control (AGC) loop is implemented in the
altimeter system to assure that the altimeter electronics are operated within the linear
response region of all receiver stages. The AGC analyzes waveforms averaged over 1/20
s and determines the exact attenuation that must be applied to Leep constant the output
power summed oveX_ frequencies sampled in the waveform. This summed power is
scaled byN, to obtain the AGC gate (22) used in height tracking. The physical basis for
conversion tooe from the altimeter power measurement by the AGC is thus well
understood. The particular method of low-pass filtering the return signal (see Sec. 2.4 and
Fig. 4) and using only a limited number of gated samples (which do not sample the full
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return waveform) rather than the total returned power to compute the AGC is
guestionable. An atimeter design that measures the total power return, similar to the
method used by satellite scatterometers, is likely to result in more accurate estimates of
oe. The advantage is that the total returned power is independent of antenna mispointing

and tracker problems associated with the gated samples method of deterarining
(Chelton and Wentz, 1986). The alternative is to insure that these effects on AGC are
completely understood and correctable.

The effects of antenna mispointing (Sec. 2.5.3) on AGC andare well
understood. Non-zero pointing angles from satellite attitude variations reduce the power
of the returned signal. The use of the slope of the trailing edge of the waveform (see Sec.
2.5.3 and Fig. 9) to estimate antenna pointing angle should be an improvement over the
SEASAT processing which used a relatively low accuracy on-board attitude sensor. This
method is presently used to estimate satellite attitude for GEOSAT which lacks an
on-board attitude sensor.

The effects of tracker bias (Sec. 2.5.1) on AGC @ndre not as well understood.
As discussed in Sec. 2.4, the on-board tractor is designed to align the return waveform
such that the half-power point on the leading edge of the waveform is located at a
specified frequency,. If the tracker identification of the half-power point is biased low
(high), then the true half-power point should be tagged in an earlier (later) range gate.
The return waveforms must be shifted to correct for such tracking errors. The AGC is
determined from the total power summed oMg[ range gates centered at frequefycy
assuming that the half-power point is properly tracked at frequenfyhe waveform is
aligned incorrectly due to systematic tracking errors, then the power summed over the
N, range gates will be in error. It is clear then, that a bias in tracking the half-power
point of the return waveform does affect the AGC (and hengesalue (Chelton and
Wentz, 1986). Note that EM bias (Sec. 2.5.2) is the difference between mean sea level
and the mean scattering surface (equal to the half-power point for proper tracking and no
skewness bias). Thus, EM bias does not introduce errors in AGE since it only
affects tracking of mean sea level and does not affect tracking of the half-power point.

It is important that the gain applied by the AGC loop be accurate. AGC errors
result in errors in the AGC gate (29), which leads to tracker errors in estimating the
misalignment (23) of the return waveform. One source of AGC error is the coarse
resolution with which AGC can be applied. AGC values can only be applied in 1 dB
steps with the digital step attenuators in the SEASAT, GEOSAT, and TOPEX altimeter
hardware. On SEASAT, the same AGC attenuation was applied to all waveforms in each
1/20 s average, resulting in up to 0.5 dB error in the average AGC over the 1t20 s.
Selective attenuation of the individual waveforms, rather than applying the same
attenuation to all waveforms in the 1/20 s average will reduce the digital step attenuator
source of error on future altimeters. For example, suppose that the AGC loop determines
an attenuation value of 32.7 dB from a group of 50 waveforms measured over a period of
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1/20 s. Then using the bank of attenuators with 1 dB step sizes, an attenuation of 33 dB is
applied to the first 35 waveforms and 32 dB is applied to the last 15 waveforms of the
1/20 s average. The average attenuation over the 50 waveforms is thus 32.7 dB. This
method of applying AGC attenuation has been implemented on GEOSAT with aresulting
effective AGC resolution of 1/50 dB in the 1/20 s averages (Chelton et al., 1988). With
the larger number of transmitted pulses per second on TOPEX, the effective AGC
resolution obtained by selective attenuation of the waveforms will be 1/200 dB in 1/20 s
averages.

Another source of AGC error is erroneous discontinuities in the relation between
AGC and o° in ground-based table look-up algorithms. As an example, the SEASAT
conversion from AGC tae produced discontinuous estimatesoefbecause of errors in
the lookup table used to implement preflight altimeter calibration data (Chelton and
McCabe, 1985)This problem could be eliminated with a thorough analysis of the table
look-up and polynomial correction algorithms developed empirically from pre-launch
simulations.

Recommendations

1) In future altimeters, calibration and conversion algorithms must be carefully
examined to insure that they do not produce discontinuous geophysical
parameters.

2) The possibility of measuring the total returned power (as is done with satellite
scatterometers) rather than only a gate-limited sample of the return altimeter
waveform should be explored to obtain possibly more accurate estimates of o».

3) The effects of attitude errors and tracker biasoershould be further investigated
and correction algorithms should be developed.

3.1.2 Absolute calibration of ge

Wind speed has been empirically related¢dy several different algorithms. The
underlying relationship is approximately logarithmic as described by (1), with wind speed
increasing with decreasinge. The physical basis for the relationship is not completely
understood. However, the accuracy of wind speed retrievals from an altimeter is clearly
directly related tao» measurement accuracy. Absolute calibratiowois therefore very
important.

Several proposed methods of approaching the calibration problem have been
suggested. The simplest method is to form histogranm.ofltimeters generate many
thousands obe estimates over the ocean each day. In a relatively short period of time, a
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stetistically stable estimate of the global ae distribution can be obtained. Subtle changes
in the mearoe can therefore be detected. Month-to-month variations in raeaan be

examined to monitooe calibration. Alternatively, monthly global-averagee obtained

from different altimeters can be compared for cross calibration. The question arises,
however, as to whether detected differences are the result of calibration changes or
simply natural seasonal or year-to-year variationsodin Some further evaluation is
required to estimate the levels of natural seasonal or year-to-year variability that can be
expected iroe. This can be investigated using the multi-year GEOSAT data set.

Another potential calibration technique not yet fully explored is the use of land
targets. Large regions of the Amazon rain forest and the Sahara Desert produce ocean-
like radar returns. The temporal stability of such land targets is far greater than ocean
targets. (Note, however, that deforestation of portions of the Amazon rain forest is a
major source of concern for the stability of the radar cross section of this region.) It
should therefore be possible to monitor the long-term stabilityeaheasured by any
particular altimeter from measurements over these regions. It might also be possible to
compare the* measurements over land regions from different altimeters, thus allowing

cross calibration obe. These possibilities can be explored with the existing SEASAT
and GEOSAT data.

Ground-based transponders offer the prospect of absolute calibratrenTdiere
are, however, several potential problems with the use of transponders. Obviously, the
accuracy with which transponders themselves can be calibrated must be determined.
Some transponders incorporate separate transmit and receive antennas, thus requiring a
combined calibration for two antenna patterns. Since transponder measureneraseof
certain to contain noise from a variety of sources (including imperfect corrections for 2-
way atmospheric attenuation effects), any calibration program using transponders must
be designed to acquire enough samples to produce a statistically reliable estimate of
altimeter accuracy. This requires either a large number of transponders (increasing the
problem of transponder calibration) or a long period of measurements to accumulate a
large number of coincident satellite and transponder measurements. The use of
transponders to calibrate is also very sensitive to the beam alignment between the
altimeter and the transponder. A cluster of transponders may be necessary to avoid
problems with antenna mispointing, again increasing the problem of transponder
calibration. Probably the greatest concern with tlse of transponders is that the
characteristics of the signal transmitted by the transponder may differ from those of an
altimeter pulse reflected from the sea surface. Transponders might therefore calibrate the
on-board tracker in a mode which it would never operate under normal conditions.

Recommendations
1) The above methods of calibrating o» should all be explored for future altimeters.
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2) Themulti-year GEOSAT o~ data set should be analyzed to investigate the seasonal

and year-to-year geophysical stability @f for the calibration methods suggested
above.

3) The problems with transponders discussed above should be investigated to
determine the feasibility of this technique for calibratiarg

3.1.3 Atmospheric attenuation

As discussed in Sec. 2.1, attenuation by water vapor and dry gases in the
atmosphere is generally small. However, the integrated liquid water (cloud) content of
the atmosphere can, on occasion, attenuate o by several tenths of a dB. If not corrected,
this reduction inoe would lead to overestimates of wind speed due to the form of the
model function (1) relating wind speed @®. An error of 0.3 dB ino* at moderate to
high wind speeds results in a 1-4 m/s error in wind speed (Chelton and McCabe, 1985).
The correction for atmospheric liquid water attenuation is most important in tropical
regions where the cloud cover is almost always dense, or in intense storms where the
integrated liquid water content can also be quite high.

Recommendations

1) A climatological average global map of atmospheric liquid water can be
determined from SEASAT and NIMBUS-7 SMMR data. This could be used to
derive a simple climatological attenuation of o* to be incorporated in the
altimeter g» algorithm. While not exact since the atmospheric liquid water can be
expected to vary over a wide range of space and time scales, this climatological
correction would probably be an improvement over no atmospheric attenuation
correction at all.

2) For altimeters equipped with microwave radiometers capable of measuring the
liquid water content, the inclusion of a correction for attenuation of each
measurement should be considered. At the very least, a data quality flag should be
provided to identify suspect measurements in regions of high liquid water content.

3.2 Wind Speed Algorithms
As discussed in Sec. 2.1, the physical basis for atimeter measurements of sea
surface wind speed is relatively straightforward conceptually, though not yet completely

understood theoretically. The most successful algorithms have empirically related oe to
wind speed. It is difficult to determine the accuracy of an empirical wind speed model
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function tuned to any specific altimeter. This requires an extensive collection of high

quality in situ measurements. There are two sources of error in atimeter wind speed
estimates. The first is errors in the model function formulation. For example, wind speed

may depend on parameters other than just o« included in the model function. Examples
include the nature of the underlying wave field (e.g., sweelvind chop) and sea surface

slick contamination. Another possible factor is sea surface temperature (SST) related
viscous effects on the spectral density of short waves on the sea surface. There is
evidence that these effects may introduce wind speed errors in scatterometer
measurements at incidence angles greater than about 10 (Liu, 1984a). At these high
incidence angles, radar backscatter at about 13 GHz is from wavelengths shorter than
about 2 cm. At satellite nadir (O incidence angle), 13.5 GHz radar backscatter is from
wavelengths longer than about 2 cm. The degree to which these longer waves are affected
by SST-dependent viscous effects is uncertain at present.

The second source of error in altimeter wind speed estimates is measurement
errors in the value o used to compute wind speed. These measurement errors include
imprecision in the value ade estimated by the altimeter hardware (Sec. 3.1.1) and errors
introduced by uncorrected atmospheric attenuation of the backscattered signal (Sec.
3.1.3). Except in regions of rainfall or heavy cloud cover where the integrated liquid
water content is high, these attenuation erects are generally small and are usually ignored
in the estimation obbe (Sec. 2.1). Other sources of erroram include errors in the
correction for antenna mispointing effects (Sec. 2.5.3). As the antenna pointing angle
deviates from satellite nadir, a correction must be applied to account for the fact that the
radar return is not from the center of the main lobe of the antenna pattern. Uncertainty in
the satellite attitude thus introduces errorg«n

From the general form of the relation (1) between wind speedrgendind speed
errors introduced by errors in the measurement«oincrease with increasing wind
speed. For example,a error of 0.3 dB at 5 m/s wind speed translates to about 1 m/s

error in estimated wind speed. The samerror at 20 m/s translates to a 4 m/s error in
estimated wind speed (Chelton and McCabe, 1985). From comparisons between buoy
measurements and altimeter estimates of wind speed, the uncertainty is typically 2—4 m/s
in individual altimeter observations (Brovehal., 1981; Dobsoret al., 1987). This large
uncertainty is too high for many applications. Altimeter observations averaged monthly
over 2+ square regions reduces the error to 1-1.5 m/s (Chelton and Wentz, 1986). These
monthly averages are acceptable for some applications.

Because of the difficulty in acquiring an adequate data base for empirically
deriving a wind speed model function for a particular altimeter, the approach used
historically has been to apply a model function developed for a previous altimeter. This
should be done very cautiously. Empirical model functions are very sensitive to the

absolute calibration obe (Sec. 3.1.2). As noted from the example above, a simple
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constant bias in o due to calibration errors does not translate to a constant bias in wind

speed, due to the inherent nonlinear nature of the relationship (1) beiweed wind
speed.

There are two possible solutions for dealing with ¢hecalibration problem in
wind speed estimates. The first is to mount an extensiv@tu wind measurement
program to derive an independent empirical wind speed model function for each
altimeter. This approach does not require absolute calibratiarr,dbut does require
extensive resources and effort to acquire a large numlersidfi wind observations over
a wide range of environmental conditions. There are other problems wittsehefin
situ measurements to derive an altimeter wind speed model function (see Monaldo,
1988). As examples, vectas. scalar averaging, or differences in buoy measurement
averaging periods can drastically affect altimeter and buoy wind speed comparisons. The
in situ measurement approach to model function development may not be practical for
each individual altimeter mission.

The second, and possibly more promising solution tathealibration problem is
to cross-calibrate theoe measurements from each altimeter. This is relatively
straightforward if there is overlap between altimeter missions. Howevergcroes
calibration is more difficult if there is no overlap of the measurement periods. Several
methods are suggested in Sec. 3.1.2.

Recommendations

1) There should be continued development of the theory of microwave backscatter at
low incidence angles from a rough sea surface. Such development will likely draw
attention to strengths and limitations and errors in altimeter wind speed
measur ements.

2) A technique should be developed for absolute calibration of g» measurements so

that a wind speed model function derived for one altimeter can be applied to
measurements from another altimeter.

3) For every altimeter mission, an extensive program of in situ wind speed
measurements from buoys should be developed for the purpose of validating the
altimeter wind speed model function.

4. INSTRUMENT AND AIR-SEA INTERFACE ALGORITHMS

The least-understood algorithms for altimeter height measurements are the biases
from instrumental on-board tracker algorithms and the air-sea interface algorithms. One
of the reasons for the lack of understanding is that there is little or no physical basis for
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some of these algorithms. Another problem is that documentation for some of the
instrumental algorithms (including summaries of the empirical results used to derive the
algorithms and rigorous error analyses) is incomplete. Strictly speaking, the instrument
algorithms are not geophysical algorithms. However, they were included in the workshop
discussion because of their fundamental importance to the overall height error budget.

There is considerable confusion in the terminology used to classify the various
biases in the instrument and air-sea interface corrections. One commonly used convention
separates the biases into “tracker bias” and “sea-state bias”. In this convention, tracker
bias includes all instrument-induced errors in the estimate of mean sea level obtained
from the return waveform. That is, tracker bias is independent of the radar target (the sea
surface). Sea-state bias then includes all other effects on the mean sea level estimate. The
problem with this convention is that some of the bias effects do not conveniently fall into
either category. Most notable is the distinct tracking error which increased with
significant wave height on the SEASAT altimeter. As another example, antenna
mispointing introduces a bias in the mean sea surface estimate that is satellite-related, but
not instrument related or sea-state dependent, and therefore does not clearly fall within
either category.

Another commonly used convention separates the biases into “EM bias” and
“tracker bias”. In this convention, EM bias includes all effects which cause the radar
return power distribution (with the flat surface and point target response deconvolved, see
(20)) to differ from the sea surface height distribution. Tracker bias then includes all
effects in implementation of the altimeter range tracker which result in the altimeter
range being different from the mean of the distribution of sea surface spectral reflectors
(with the flat surface and point target responses deconvolved). This includes the bias
introduced by models which do not include the effects of skewness in the sea surface
height distribution nor antenna mispointing angle. It also includes instrumental biases
introduced by the estimators used to produce error signals to drive the tracking loop in
the instrument. An undesirable aspect of this convention is that the term tracker bias is
suggestive of purely instrumental effects but this class of systematic errors also includes
some biases that are clearly geophysical in nature (e.g., skewness bias).

An attempt was made at the workshop to arrive at a consensus on terminology to
clear up the confusion. However, no unanimous agreement could be reached. A weak
majority favored the following candidate new convention:

1) EM bias. Range measurement errors due to the difference between the mean
surface of the ocean as sensed electromagnetically and the mean physical sea
surface.

2) Modeling bias. At least two types of bias fall into this category:
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a. skewness bias. Errors introduced by statistical moments of the specular point
probability distribution function of higher order than variance (e.g., skewness
and kurtosis). These higher order moments are not presently modeled in the
on-board processing.

b. mispointing bias: Errors in the atimeter range measurement introduced by
antenna mispointing angle. Although these effects could be removed from the
data, they are not presently modeled in the on-board processing.

3) Estimator bias. The on-board estimator in the tracking loop used to estimate mean
sea level may itself be biased due to miscalibration of the range gates or other
reasons. This estimator error is purely instrumental but can vary with sea surface
roughness.

Although somewhat cumbersome, the above proposed convention has the virtue of
being relatively unambiguous. From the considerable discussion devoted to this topic, it
Is clear that the confusion about terminology will persist unless a convention is adopted
and adhered to by all atimeter investigators. Given the wide range of terminology
already in existence in the published literature, confusion will amost certainly persist
even if a universal convention is adopted. Investigators must make clear their intended
usage of terminology.

4.1 On-Board Tracker Algorithms

As described in Secs. 2.4 and 2.5.1, the on-board tracker algorithm is designed to
align the return spectral waveform so that the half-power point of the leading edge is at a
specified frequency f, (see Fig. 4). Two basic types of on-board processing of the
altimeter return are, or will be, in use. The SEASAT, GEOSAT and TOPEX altimeters
use the split-gate tracker summarized in Sec. 2.4. This method is based on the difference
between the middle gate and the AGC gate as given by (21). The ERS-1 and POSEIDON
altimeters will use a new maximum likelihood method of locating the half power point by
fitting the measured waveform to a model waveform. The physical basis for both
algorithms is a Brown (1977) model of the return waveform, which assumes a Gaussian
distribution for the sea surface specular points (the term P(f) in (20)). This assumption is
a primary limitation of the on-board tracker algorithms since the actual distribution is
skewed Gaussian as a result of skewness in the wave height distribution (see Sec. 2.5.2).
In addition, the modeled and actual instrumental effects may differ (as was the case for
the point target response of SEASAT, see Rodriguez, 1988). These effects may be
corrected for in ground-based post processing, either by reanalyzing the waveform data,
or by use of atable look-up correction. Since the maximum likelihood method has not yet
been used operationally on any altimeter, other sources of tracking error for this method
have not yet been fully investigated.
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The major sources of on-board split-gate tracking errors are summarized in Sec.

2.5.1. Most of the instrumental errors are introduced by empirically-determined table
look-up approximations to complete analysis of the return waveforms. Table look-up
formulations and polynomial corrections for SWH and satellite attitude are used rather
than complete waveform processing to reduce computation time in on-board tracking.
The errors introduced by these empirically determined algorithms are among the least
understood components of the total error budget for atimeter range measurements. The
primary reasons for this lack of understanding are incomplete documentation of the
algorithms (including error analyses) and the fact that there is little or no physical basis
for some of the algorithms. A mgjor effort must be undertaken to assure that the detailed
instrumental techniques of altimetry, justifications for polynomial corrections, and error
analyses of table look-up and polynomial correction procedures are thoroughly
documented for all future altimeters.

Recommendations

1)

2)

3)

4)

5)

In order to intercompare data from different altimeters, the performance
specifications of the different trackers must be clearly documented (including
information on noise, drift, sensitivity to attitude, sea-state, etc.).

Algorithm implementation must be checked by both pre- and post-launch
simulations.

The split-gate and maximum likelihood methods of on-board height tracking
should be thoroughly compared through application to ssimulated and real (e.g.
SEASAT or GEOSAT) altimeter data.

The feasibility of replacing on-board tracking algorithms with more complex
ground-based waveform processing techniques for estimating range and SWH
should be explored. Potentially, the waveform processing techniques may give
mor e accurate range estimates, are less sensitive to antenna pointing errors, and
provide an estimate of wave skewness. Tradeoffs between accuracy and
computational efficiency of on-board vs. ground-based waveform processing
techniques for estimating range should be evaluated. It is particularly important
that the full potential for improving range measurements by waveform processing
be evaluated for TOPEX/POSEIDON because this altimeter mission has a goal of
measuring range with an unprecedented accuracy of a few cm.

Estimates for each component of instrumental error in o>, SWH, and range
determined from pre-launch simulations and calibrations should be thoroughly
documented to help determine the total error budget for these geophysical
guantities estimated from the altimeter data.
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4.2 EM and Skewness Biases

Biases in range measurement introduced by electromagnetic (EM) and skewness
effects are discussed in Sec. 2.5.2. These two effects result in systematic differences
between the half-power point of the leading edge of the return waveform and the return
from nadir mean sea level. The half-power point corresponds to the return from the
median of the distribution of sea surface spectral scatterers. The difference between mean
sea level and the mean scattering surface is the EM bias. This is due to a greater radar
cross section in wave troughs than near wave crests. The difference between the mean
scattering surface and the median of the distribution of sea surface scatterers is the
skewness bias. Skewness bias results from the non-Gaussian nature of the sea surface
height distribution. Both EM bias and skewness bias shift the on-board tracker estimates
of mean sea level toward wave troughs.

As noted in Sec. 2.5.2, the physical understanding of these two biases is very
incomplete. Moreover, uncertainties in the magnitudes of these biases are as large as the
estimates of the bias magnitudes themselves. EM and skewness bias are among the
largest sources of error in range estimates in high sea state conditions. Especially large
errors from EM and skewness bias can be expected in the Southern Ocean where SWH is
always large (see Chelton et al., 1981; Witter and Chelton, 1988).

Several important points regarding altimeter determination of bias should be
noted. There is evidence that EM bias may vary with the transmitted altimeter signal
frequency. TOPEX nighttime (to reduce frequency-dependent ionospheric range delays)
measurements of height will give the differential EM bias between the two TOPEX
transmitted frequencies. However, this will not be completely adequate for determining
the EM bias at each frequency. In addition, EM bias will be very difficult to separate
from other sources of error in atimeter signals. Effects such as errors in AGC
attenuation, errors in the dry or wet tropospheric range delays (Sees. 2.3.1 and 2.3.2),
errors in the inverse barometer correction (Sec. 2.6.2), the presence of patchy clouds in
the antenna footprint (Goldhirsh, 1983), or errors in the Doppler shift correction of the
returned signal (Chelton et al., 1988) could all introduce tracking errors similar in nature
to the EM bias. Additional work is necessary to determine if the EM bias can be
qguantified accurately and if SWH is sufficient to use in the correction. The same is true
for the skewness bias.

Recommendations
1) Quantify the magnitudes and uncertainties of the EM and skewness biases.

2) Further work is required to resolve whether the present algorithm for EM bias,
based only on a percentage of significant wave height, is adequate. It may be
advantageous to include a dependence on o» (as an additional measure of surface
roughness) in an empirical correction for EM bias.
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3) A skewness algorithm should be developed. It remains to be determined whether
or not a skewness bias correction can be made based on parameters measured by
the altimeter.

4) Thefeasibility of ground-based waveform processing to estimate the skewness bias
for each averaged group of waveforms telemetered to the ground should be
investigated. This is especially important for the high accuracy measurements
from TOPEX/POSEIDON.

5) Field measurements should be conducted to determine whether the EM bias is
dependent on the frequency of the transmitted signal. This frequency dependence
must be understood before the TOPEX dual frequency ionospheric correction
(Sees. 2.3.3 arid 5.3) can be made accurately.

4.3  Antenna Mispointing Error

The effects of antenna mispointing from satellite attitude variations are
summarized in Sec. 2.5.3. Altimeter estimates of range h and o must be corrected for

off-nadir antenna pointing angles. The returned power (and h@haecreases rapidly

with increasing off-nadir pointing angle due to the combined effects of rolloff of the
antenna gain pattern and the strong incidence angle dependence of the parameters A and
B in the model function (1) relatinge to wind speed. The antenna gain pattern also
changes the shape of the return waveform for off-nadir pointing angles. If not properly
corrected, this change in shape leads to over-estimates of the AGC gate (22) used by the
on-board tracker. This results in errors in the tracking of mean sea level as described in
Secs. 2.4 and 2.5.3.

Obtaining accurate estimates of the antenna pointing angle is very difficult.
Historically, the accuracy of the SEASAT on-board attitude sensor was poor. There is no
attitude sensor on board GEOSAT. Even if an accurate attitude sensor existed on an
altimetric satellite, the orientation of the altimeter antenna boresight in the satellite
coordinate system is known with only limited accuracy. From pre-launch calibration of
the GEOSAT altimeter, a new method has been developed for estimating antenna
pointing angle from the shape of the return waveform (MacAréhwal., 1987). This
technique is based on the power of the waveform at high range gates as described in Sec.
2.5.3 (see also Fig. 9). Empirically determined corrections as functions of attitude and
SWH are applied using a table look-up formulation (Sec. 2.5.2). This approach to
estimating antenna pointing angle may be more accurate than using an on-board attitude
sensor. This waveform analysis estimate of pointing angle will be used on TOPEX.

It is noteworthy that antenna mispointing errors will potentially be much more
serious for TOPEX than for previous altimeters. TOPEX has been designed to have
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highly precise attitude control and the 13.6 GHz antenna half beamwidth will be only

0.55¢ (as compared with 0.8« for SEASAT, for example). While the narrower beamwidth
improves the signal to noise ratio in the measurements by focusing the power of the
signal incident on the sea surface, the rapid roll off of the antenna gain patternaauses
and the range to be much more sensitive to antenna mispointing errors. The potential of
determining range from waveform processing, which is relatively insensitive to
mispointing errors, is thus more important to TOPEX/POSEIDON than to other altimeter
missions.

Recommendations

1) Theground-based simulations from which the empirical corrections to account for
antenna mispointing effects on o+ and range based on the attitude gate should be
thoroughly documented for GEOSAT and TOPEX. This will help quantify the
effects of antenna mispointing on the total error budgetsfoand range.

2) The statistics of GEOSAT attitude estimates obtained from the attitude gate should
be analyzed to verify that this method of estimating antenna pointing angle
produces reasonable and accurate results.

3) After launch of TOPEX, the attitude gate estimates of pointing angle should be
compared with the accurate on-board attitude sensor estimates to gain some
understanding of the accuracies of the two methods.

4) The effects of imprecision in the altimeter estimates of SWH (see Sec. 2.5.2) used
to search the look-up table should be investigated. Noise in SWH estimates will
result in noise in the corrections for antenna mispointing.

4.4  Waveform Sampler Gain Calibration

As discussed in Sec. 2.5.4, empirical analysis of return waveforms from every
altimeter has revealed small but systematic calibration differences between neighboring
range gates. The reasons for these waveform sampler calibration errors are not
completely understood. Two probable explanations suggested in Sec. 2.5.4 are in-band
ripple effects of the anti-aliasing filters used to low-pass filter the return waveforms
(Fig. 4), and irregularities in the transmitted and deramping chirps (Fig. 3). There may be
other causes as well. The stability of these waveform sampler calibration biases is
uncertain. They may vary over the lifetime of an altimeter mission.

At present, the precision of the altimeter waveform sampler gains is very
uncertain. It has yet to be demonstrated that the precision and accuracy of the calibration
of the antenna and waveform sampler gains is sufficient to support the various ground-
based waveform processing techniques that have been proposed. The important questions

50



are what are the accuracy and precision of the range gate calibrations, and what accuracy
and precision does any particular waveform analysis require?

Recommendations

1) Investigate the effect of waveform sampler gain variations on sea-state and
attitude dependent corrections in the on-board tracker algorithms.

2) The waveform sampler calibrations determined prior to launch, along with their
accuracy and precision, should be thoroughly documented. Do they vary with the
physical temperatures of the various components of the altimeter?

3) Techniques for determining waveform sampler calibration biases after launch
should be investigated and tested with simulations. Can calibration biases be
isolated from other sources of noise in the return waveforms? How do post-launch
and pre-launch calibrations compare?

4) If areliable method is found for estimating waveform sampler biases after launch,
this method should be applied to the data throughout the lifetime of the altimeter
to check for driftsin calibration bias.

5. ATMOSPHERIC CORRECTIONS
5.1 Dry Tropospheric Range Correction

The physical basis for the dry tropospheric range correction is presented in Sec.
2.3.1. As described by (7), this range delay accounts for refraction from dry gases
(primarily oxygen) in the atmosphere and depends only on the sea level pressure at the
altimeter measurement location. The magnitude of this correction ranges from about 225
to 235 cm. The dry tropospheric range correction algorithm is the same for all atimeters.
The refractivity of dry gases is accurate to about 0.2%, which introduces negligible error
in the range correction. The largest source of error is uncertainty in the sealevel pressure.
There are severa different meteorological models that could be used as a source for the
sea level pressure data. Historically, the U.S. Fleet Numerical Oceanography Center
pressure analyses have been used with SEASAT and GEOSAT. Pressure fields from the
European Centre for Medium Range Weather Forecasts will be used in the dry
tropospheric range correction for the ERS-1 and POSEIDON altimeters. The source of
pressure to be used for the TOPEX range correction has not yet been decided.

It is generally assumed that sea level pressure from meteorologica models is
accurate to 3 mb (see Sec. 2.3.1). It islikely that sea level pressure errors are much larger
in the southern hemisphere. A pressure error of 5 mb introduces a non-negligible dry
tropospheric range correction error of 1.1 cm. Meteorological models aso do not resolve
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accurately the intensity or location of magor storms. This is a problem in both
hemispheres, but is probably much worse in the southern hemisphere where storms are

more intense and less well sampled by ships of opportunity. Sea level pressure errors as

large as 20-30 mb are not uncommon in meteorological model analyses and errors as
large as 40 mb have been documented (Trenberth and Olson, 1987). This corresponds to
a range correction error of 8 cm.

Recommendations

1) Quantify errors of meteorological model estimates of sea level atmospheric
pressure by comparison with direct measurements from buoys.

2) Evaluate the sea level pressure accuracy from several meteorological models and
determine which model is the best.

3) The TOPEX and POSEIDON altimeters should use the same source of sea level
pressure data in the dry tropospheric range correction to maintain as much
consistency as possible between the two altimeter data sets.

4)  The method used to interpolate the gridded sea level pressure field to the time and
location of the altimeter measurement should be thoroughly tested.

52 Waet Tropospheric Range Correction

The physical basis for the wet tropospheric range correction is presented in Sec.
2.3.2. This range delay results from refraction from liquid water droplets (clouds) and
water vapor in the atmosphere. Non-raining water droplets result in less than 1 cm range
correction in all but the most extreme cases. This component of the wet tropospheric
range delay is therefore generally ignored. The water vapor component cannot be
neglected. As described by (lI0a), the water vapor range correction depends only on the
vertical integral of the ratio of water vapor density to temperature. Most of the water
vapor is in the lower 2 km of the atmosphere, so an effective tempefgtuiean be
factored out of the integral. The wet tropospheric range correction then depends only on
the vertical integral of water vapor density as in (I0b). The wet tropospheric range delay
Is largest in tropical regions and in intense storms where the water vapor content can be
very high. The magnitude of the water vapor range correction varies from about 5 to 40
cm.

There are several sources of error in the wet tropospheric range correction. The
refractivity of water vapor is accurate to better than 0.5%, which introduces less than 1
cm error in the range correction. The effective temperature Teff used in (IOb) varies
geographically and seasonally, so that use of a single value globally introduces errors in
the range correction. Uncertainty in the value for the effective temperature probably
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introduces 2-4% error in the wet tropospheric range correction. This generally amounts
to less than 1 cm.

The largest source of error in the wet tropospheric range correction is uncertainty
in the vertically integrated water vapor. With the exception of GEOSAT, all altimeters
have had or will have an on-board microwave radiometer for measuring the vertically
integrated water vapor. As noted in Sec. 2.3.2, the method used is to measure the
microwave brightness temperature at two frequencies near the water vapor absorption
line at 22.2 GHz (Wentz, 1982). TOPEX and POSEIDON will use 18, 21, and 37 GHz;
the 21 GHz channel is redundant in the event that one fails. The water vapor can be
related to the difference between the brightness temperatures at two or more frequencies.
From limited case studies (summarized in Sec. 2.3.2), it has been shown that microwave
estimates of vertically integrated water vapor can be accurate to 0.3 ‘grw/bivh
corresponds to approximately 2 cm accuracy in the range correction. It has not yet been
demonstrated that this accuracy can be achieved globally during all seasons. Errors as
large as 0.5 gm/chiave been documented (Grody, 1976; Stalah., 1976).

The TOPEX microwave radiometer is identical in design to the scanning multi-
channel microwave radiometer (SMMR) used on SEASAT and NIMBUS-7, except that
the scanning mechanism has been eliminated so that the radiometer boresight is pointed
at satellite nadir. A major concern with any passive microwave radiometer is calibration
drifts and biases in the brightness temperatures. Both previous SMMRs have shown
considerable calibration drifts (particularly on NIMBUS-7) (Wesdtal., 1986; Francis,

1987). The derivative of the microwave brightness temperature model function (Wentz,
1982) with respect to the vertically integrated water vapor is approximately 12¢K per
gm/cnf (Wentz, personal communication). Thus, from the form (10) of the wet
tropospheric range correction, a brightness temperature error of 5¢K corresponds to a
range error of nearly 3 cm. Brightness temperature drifts can be as large as 5-15 K.
Clearly, it is important to monitor the calibration of microwave radiometers used in the
water vapor range correction.

Another source of concern is the large footprint of microwave radiometer
measurements of brightness temperature. The footprint size for a frequency of 18 GHz is
about 50 km for a 0.8 m antenna. However, land contamination in the antenna side lobes
can render the microwave estimates of vertically integrated water vapor useless. Since
microwave emission from land is much higher than from the sea surface, this side lobe
contamination limits the use of microwave data to regions of the ocean more than about
150 km from land. Thus, microwave data cannot be used in the wet tropospheric range
correction close to land.

In the event that the on-board microwave radiometer fails or becomes hopelessly
miscalibrated, it will be necessary to use vertically integrated water vapor estimates from
a meteorological model as a backup data source. Model estimates are the only source of
water vapor data for GEOSAT since it does not have an on-board microwave radiometer.
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The errors in meteorological model estimates of water vapor vary geographicaly and
seasonally. Furthermore, comparisons with vertically integrated water vapor estimated
from microwave radiometers have shown that the model estimates are generally biased
and fail to resolve features in the water vapor field with length scales shorter than about
2000 km (Fu, persona communication). Analysis of GEOSAT data has suggested that
use of model estimates of water vapor may be only marginally better than ignoring the
water vapor correction altogether (Cheney, personal communication), which introduces a
relatively long-wavelength uncertainty of order 10 cm in the range estimates.

Recommendations

1)

2)

3)

4)

5)

6)

5.3

Analyze historical radiosonde measurements to determine the value of effective
temperature to be used in the wet tropospheric range correction (I0b). If the data
are sufficient, determine the geographical dependence of this effective
temperature.

Encourage the development of an extensive microwave radiometer calibration
effort to be implemented during the full lifetime of each altimeter mission to
monitor calibration drifts.

Evaluate techniques for obtaining estimates of vertically integrated water vapor
closeto land.

Encourage meteorological centers to produce vertically integrated water vapor
fields. Some models presently produce only humidity at a few discrete levelsin the
atmosphere. This is not sufficient to obtain accurate estimates of the total
vertically integrated water vapor density by integrating over the few discrete
levels output by the model.

Quantify errors in meteorological model estimates of vertically integrated water
vapor by comparison with direct measurements from radiosondes at many
geographical locations (ranging fromtropical to high latitudes).

At frequencies near 22 GHz, the brightness temperature is dependent on water
vapor and (to a lesser extent) w