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To support the suggestion that local chemical changes are
induced at the inclusion, we find significant compositional varia-
tions within the inclusions themselves as can be seen in the mass
spectra (Fig. 3a). Several inclusions show an outer ring that is rich in
Mn and Cr. In addition, we find that many inclusions show clear
crystallographic features, localized high concentration of Cr and
evidence of voids within the inclusion (Fig. 3¢, d).

We intend to quantify the depletion effects and develop methods
of assessing such local changes in and around second-phase pre-
cipitates in this and other heterogeneous alloy systems.

The data we have shown provides direct evidence for the
mechanism that operates in the pitting corrosion of stainless
steels that is consistent with the large body of corrosion literature®.
A localized zone exists that is known to display enhanced electro-
chemical activity and we relate this directly to local chemical
variations. This critical zone is a region that is on the order of
only 200—400 nm across, yet is responsible for some of the most
catastrophic failures of metallic structures. Our findings also focus
on the steel processing conditions that allow the set-up of local
depleted zones, and hence suggest methods of minimizing the
likelihood of pitting corrosion. O
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Poleward heat transport by
the atmospheric heat engine
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The atmospheric heat transport on Earth from the Equator to the
poles is largely carried out by the mid-latitude storms. However,
there is no satisfactory theory to describe this fundamental
feature of the Earth’s climate”. Previous studies have character-
ized the poleward heat transport as a diffusion by eddies of
specified horizontal length and velocity scales, but there is little
agreement as to what those scales should be’”’. Here we propose
instead to regard the baroclinic zone—the zone of strong tem-
perature gradients and active eddies—as a heat engine which
generates eddy kinetic energy by transporting heat from a warmer
to a colder region. This view leads to a new velocity scale, which we
have tested along with previously proposed length and velocity
scales, using numerical climate simulations in which the eddy
properties have been varied by changing forcing and boundary
conditions. The experiments show that the eddy velocity varies in
accordance with the new scale, while the size of the eddies varies
with the well-known Rhines f3-scale. Our results not only give new
insight into atmospheric eddy heat transport, but also allow
simple estimates of the intensities of mid-latitude storms, which
have hitherto only been possible with expensive general circula-
tion models.

The poleward eddy heat transport in a planetary atmosphere can
be written as the vertical integral of v' T’ = k|v'||T"'|, where overbar
means a zonal average, prime means a departure from the zonal
average, || means a root-mean-square magnitude, and k is the
correlation between the meridional eddy velocity v' and the eddy
temperature perturbation T". If it is assumed that |T'| = — LdispTy’
where T, is the poleward temperature gradient and L, is a typical
meridional fluid parcel displacement, then v'T" = — DT, where
the transport coefficient D = Ly, |v'|. These flux-gradient theories
generally assume that the correlation k is constant®, and attempt to
predict characteristic scales Lgi, and |v'| that will occur on a given
zonal-mean state. We found the constant-k assumption to hold to a
good approximation for the experiments discussed below; k was in
the range 0.2—0.35 despite variations in the heat flux of about two
orders of magnitude®. A constant value k = 0.25 is used in all
subsequent calculations. It is currently an open question whether
a flux-gradient relation can give useful quantitative predictions of
eddy heat transport, because it requires the assumption that Lg;g, is
much smaller than the width of the baroclinic zone’. The results
below imply that this is true for the Earth.
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Figure 1 Predicted length scales versus diagnosed eddy length scale

Ly = V'T'IKT,|v']). The four predicted length scales are: a, L, = NH/f, the radius of
deformation; b, Lyone, the size of the baroclinic zone; ¢, L, = L;/(0.48 + 1.48+) where
v = (BO,Hy/(f6,); and d, L, = (2|v'|/)"* is the Rhines B-scale. The four length
scales have been normalized so that they are equal to Ly, for the Northern Hemisphere of
the control climate. Symbol type represents the hemisphere, colour represents the type of
experiment. NH, Northern Hemisphere; SH, Southern Hemisphere.

Different assumptions about the dominant physical processes in
the atmosphere lead to very different predictions for Ly, and |v'].
The turbulent eddies that transport heat extract energy from the
mean flow primarily through baroclinic instability, suggesting that a
plausible prediction for Lg;y, may be obtained from the size of the
fastest-growing wave found in a linear model of this process. The
fastest-growing wave in the Eady model', one of the simplest
analytic models of baroclinic instability, has zonal length scale
proportional to the radius of deformation L, = NH/f, where N is
the buoyancy frequency, H is the depth of the domain (in this case
the troposphere) and fis the Coriolis parameter, defined as 2{2sin¢,
where  is the Earth’s rotation rate, and ¢ is the latitude. If
nonlinear interactions are assumed to make the eddies circular,
then the meridional scale will be proportional to Ly too*. An
alternative model of baroclinic instability is the Charney model',
in which an approximation to the fastest-growing mode has a
horizontal length scale>" L, = (NH,/f)/(0.48 4 1.48y), where
vy = B0,H./f0,. In this expression, H is the density scale height,
B = f, is the northward gradient of f, and 0, and 0, are the vertical
and horizontal derivatives of the potential temperature
0 = T(p,/p)", where p, is a reference pressure of 1,000 mbar and
k = R/c, is the ratio of the gas constant for dry air to the specific heat
at constant pressure. However, the main energy-containing eddy
scale will not necessarily be that of the fastest-growing baroclinic
mode. Other candidate length scales are suggested by geostrophic
turbulence theory, which postulates a cascade of energy to larger
horizontal scales'*"” that may dominate the heat transport. The
largest scale to which a cascade could extend is L,y the size of
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Figure 2 Predicted velocity scales versus diagnosed eddy velocity scale |v'|. The four
predicted velocity scales are @ (@), Ty ~ ' (b), T/(0.48 + 1.48y) (¢) and
(eaT,q/To)?°(2/8)"™ (d) (Symbols are defined in the text.). The four velocity scales have
been normalized so that they are equal to |v’| for the Northern Hemisphere of the control
climate. Symbol type and colour have same meaning as in Fig. 1. GCM, general circulation
model.

the baroclinic zone®'. A final possibility is that the cascade to
larger scales may be halted before L,,,. at the Rhines (3-scale
Ly = (2|v'|/B)"?, the scale at which the Rossby wave restoring
mechanism becomes comparable to advective nonlinearity'’.

A plausible estimate for the eddy velocity scale is that it is
proportional to the speed of the zonal mean flow”'®, that is,
|[v'| < 7. However, it has also been suggested that there should
be an equipartition between eddy potential energy and eddy
kinetic energy*®, which can be shown to lead to the relation
[v'] & U(Ly,/Lp). These scales depend upon the local properties of
the zonal mean state.

We propose an alternative velocity scale that comes from a
thermodynamic constraint on the baroclinic zone as a whole. This
is obtained by considering the baroclinic zone (rather than the
global atmosphere, as previously proposed'®) as a heat engine that
obtains its kinetic energy in the process of transporting heat from a
warmer to a colder region. The rate of generation and dissipation of
eddy kinetic energy is given by e = e(8T/T,)g, where q is the rate of
energy transport out of the tropics, calculated as the net diabatic
(radiative plus surface flux) cooling per unit mass averaged over the
baroclinic zone, 3T/T is the maximum possible thermodynamic
efficiency, 87 is the temperature difference between the regions
where the heat is put in and where it is extracted, and e is the
utilization coefficient (assumed constant), which measures the
fraction of the generated kinetic energy used by heat-transporting
eddies. If the heat-transporting eddies exist in an inertial range, for
example in the postulated upscale energy cascade, then the average
properties of the flow will depend only on the dissipation rate
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Figure 3 Parametrized heat flux versus heat flux diagnosed directly from the GCM. The
heat flux predicted by the new parametrization is V77 e = ka/S(eaq/ To)**(2/8)*.

The predicted flux has been normalized so that it is equal to the GCM flux for the Northern

and the wavelength. This implies a scaling for the velocity of
[v'| o (eLdisp)”3 . If we compare the two expressions involving e and
assume that 8T « a|T,| where a is the radius of the Earth, and
anticipate the result that Ly, o L, then this leads to the expression
|v'| o (eal T, |/ T)*(2/8)"".

The various velocity and length scales introduced above have
been used to define a number of heat flux parametrizations, as
summarized in Table 1. The validity of these parametrizations has
been explored in many studies using observations of the Earth’s
climate®, numerical models of idealized atmospheres'®*'~** and
oceans””. But it has proved difficult to obtain a conclusive test,
owing to the need to explore a very wide range of parameters, in
a system with sufficient physical realism. Here we show results of
tests using a general circulation model (GCM) of the Earth’s
atmosphere®. The model includes orography and a full set of
physical parametrizations, and is forced by fixed sea surface
temperatures and perpetual-January radiative forcing. The can-
didate length and velocity scales were calculated for model
climates with different forcings and boundary conditions (see
Methods).

Figure 1 is a plot of the various candidate length scales against
a measure of the mean fluid parcel displacement, Ly, =
— V'T/(k|v'|T,). Lg is the best correlated with Ly, (correlation
0.79), although some skill is evident for L,,,. with a correlation of
0.63. Figure 2 is a plot of the candidate velocity scales against the
magnitude of eddy velocity measured in the GCM. Clearly our
velocity parametrization is the most accurate with a correlation of
0.96. (The values of correlations quoted here are for the log—log
correlation, which are more appropriate for the large range of scales
involved. The statistical significance of the correlations was esti-
mated as >99.9% with a Student ¢-test.)

Combining the length scale Lg with our velocity expression
le_agg to a new parametrization for the heat flux v'T' =
kT, (eaq/T,)**(2/3)"". Figure 3 is a plot of this parametrization
against the horizontal eddy heat flux measured in the GCM runs.
The correlation between them is 0.97. A physical picture that is
consistent with this scaling is of an upscale turbulent energy cascade
that is halted at Lswhere nonlinear scale interactions are suppressed.
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Hemisphere of the control climate. The symbol type and colour have the same meanings
as in Fig. 1.

Such a cascade has been proposed by Held and Larichev®,
although they suggested that the throughput of kinetic energy was
constrained by baroclinic production, rather than by the heat
engine efficiency. Preliminary results” suggest that the transport
coefficient implied by the above expression for horizontal heat flux
may also serve as the basis for expressions for vertical heat flux and
for transport of moisture.

As noted earlier, an important prerequisite for the application
of a flux-gradient parametrization is that the baroclinic zone be
wider than the displacement length’, Lai,. Because the baroclinic
zone width in the present climate is about four times Lg, it is
reasonable to expect a flux-gradient relationship to hold when
averaged over this zone (Fig. 3). Calculations with averaging over
latitude bands comparable in size to Lg show similar collapse of
the data to that seen in Fig. 3, but there is a suggestion of a
systematic variation of slope with latitude, whose significance
remains unclear.

A parametrization for eddy heat flux is useful not only for the
insight it provides into the workings of the atmosphere, but also for
practical climate modelling at a level intermediate between simple
energy-balance models and complex GCMs. The heat engine
description proposed here gives a thermodynamic constraint on
the eddies that allows prediction of the heat transport and pole to
Equator temperature difference as well as an estimate of the
intensity of mid-latitude storms. Such predictions are not possible
with energy-balance models that do not attempt to describe eddy
motions at all, and are very expensive with GCMs that explicitly
describe every individual eddy. O

Methods

Numerical experiments were performed on the Reading intermediate GCM* run at T42
spectral horizontal resolution with 33 vertical levels. This resolution is considered
sufficient to represent the global transports by eddies®. Each experiment was for 120d
with diagnostics taken from the last 90 d. The experiments were as follows. Radiation
experiments: radiative heating rates multiplied everywhere by a constant factor of 0.01,
0.1,0.5,1,2, 3, 5,10 or 20. Planetary radius experiments: radius increased by a factor of 1.2,
1.4, 1.5, 1.6 or 1.7. Rotation rate experiments: planetary rotation rate increased by a factor
of 1.4, 1.6 or 1.7. Temperature gradient experiments: surface temperature gradient
multiplied by 0.3, 0.6, 1.2, 1.4, 1.8 or 2. Temperature experiments: surface temperature
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changed uniformly by +5 K, —10 K or —20 K. Additional experiments, not presented here,
demonstrated insensitivity of the simulated heat fluxes to changes in surface fluxes of heat,
moisture and momentum, or in scale-selective dissipation.

Except as noted below, all quantities used to create Figs 1-3 are zonal means, averaged
over the mid-latitude region defined as 1,000—200 mbar, 28°-68° latitude, for each
hemisphere. The results were found to be insensitive to variations in the definition of the
mid-latitude region. In particular, this height is sufficient to include essentially the whole
troposphere and all the eddy activity. It should be noted that the average meridional
temperature gradient is closely constrained by the fixed surface temperatures, and could be
replaced by the surface temperature gradient in the calculations with only a modest loss in
accuracy. The diabatic forcing term q includes both the radiative heating averaged over the
mid-latitude region and the surface fluxes of sensible heat, although the contribution of
surface fluxes turns out to be small. The height scales H and H,, used to calculate the radius
of deformation Lp, and the Charney length scale L,, were taken to be constant at 8 km as
they did not vary substantially in any of the experiments. In calculating L,, the vertical
averages were weighted'® by a factor e ™", where D = H,/(0.48 + 1.48). The latitude of
the zonal wind maximum, which did not vary substantially between experiments, was
used to calculate fand . The size of the baroclinic zone, L., was defined as the distance
between the two latitudes where the strength of the vertically averaged zonal-mean zonal
wind first drops to half of its maximum value. In all calculations the correlation coefficient
k was given a constant value of 0.25, while the utilization coefficient e was given a constant
value of 0.75.
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Mid-mantie deformation inferred
from seismic anisotropy
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With time, convective processes in the Earth’s mantle will tend to
align crystals, grains and inclusions. This mantle fabric is detect-
able seismologically, as it produces an anisotropy in material
properties—in particular, a directional dependence in seismic-
wave velocity. This alignment is enhanced at the boundaries of the
mantle where there are rapid changes in the direction and
magnitude of mantle flow', and therefore most observations of
anisotropy are confined to the uppermost mantle or lithosphere®
and the lowermost-mantle analogue of the lithosphere, the D"
region®. Here we present evidence from shear-wave splitting
measurements for mid-mantle anisotropy in the vicinity of the
660-km discontinuity, the boundary between the upper and lower
mantle. Deep-focus earthquakes in the Tonga—Kermadec and
New Hebrides subduction zones recorded at Australian seismo-
graph stations record some of the largest values of shear-wave
splitting hitherto reported. The results suggest that, at least
locally, there may exist a mid-mantle boundary layer, which
could indicate the impediment of flow between the upper and
lower mantle in this region.

Seismic anisotropy in the upper 200 km of the Earth’s mantle is
primarily attributed to the preferred alignment of olivine crystals
which have deformed by dislocation creep’. The origin of aniso-
tropy at greater depths is more speculative, but there is evidence for
anisotropy in the transition zone in some regions®™, but not in
others®"’. In an effort to reconcile discrepancies in global velocity
models derived from body-wave travel times and normal-mode
observations, Montagner and Kennett" allowed both anisotropy
and attenuation in a joint inversion of these data sets. Their final
model shows significant levels of anisotropy in the uppermost and
lowermost mantle, but also in the vicinity of the 660-km disconti-
nuity (hereafter referred to as the ‘660’). This motivated an
investigation of mid-mantle anisotropy on a regional scale. Here
we investigate shear-wave splitting in deep-focus events that image a
region below the Australian plate (Fig. 1).

Stations in Australia are ideal for investigating near-source
anisotropy, as studies have shown that they exhibit very little, if
any, receiver-side shear-wave splitting'>™"* (see Supplementary
Information for a summary of observations). For example, 52
SKS measurements with good azimuthal coverage at the station
CAN (see Fig. 1 for location) show that shear waves that are
travelling nearly vertically are not split while crossing the Australian
lithosphere beneath this station'. In contrast, we find that deep-
focus events from the Tonga—Kermadec and New Hebrides sub-
duction zones show very large degrees of shear-wave splitting at this
and four other Australian stations (Fig. 2), suggesting anisotropy
deeper in the mantle, away from the receiver.

We made splitting measurements from 92 events, at epicentral
distances of 24° to 59° from the Australian stations, using the
method of ref. 15, which estimates the time separation between
the fast and slow shear wave, 8¢, and the polarization of the fast shear
wave at the receiver, ¢. This method attempts to remove the
anisotropy-induced splitting by minimizing the shear-wave signal
in the direction perpendicular to the polarization direction of the
shear wave before entering the anisotropic region'. A grid search
over 8t and ¢ is used to estimate the splitting parameters, and a
statistical F-test is used to assess errors. The correction for splitting
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