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ABSTRACT

The spatial resolution appropriate for the simulation of deep moist convection is addressed from a turbulence
perspective. To provide a clear theoretical framework for the problem, techniques for simulating turbulent flows
are reviewed, and the source of the subgrid terms in the Navier–Stokes equation is clarified.

For decades, cloud-resolving models have used large-eddy simulation (LES) techniques to parameterize the
subgrid terms. A literature review suggests that the appropriateness of using traditional LES closures for this
purpose has never been established. Furthermore, examination of the assumptions inherent in these closures
suggests that grid spacing on the order of 100 m may be required for the performance of cloud models to be
consistent with their design.

Based on these arguments, numerical simulations of squall lines were conducted with grid spacings between
1 km and 125 m. The results reveal that simulations with 1-km grid spacing do not produce equivalent squall-
line structure and evolution as compared to the higher-resolution simulations. Details of the simulated squall
lines that change as resolution is increased include precipitation amount, system phase speed, cloud depth, static
stability values, the size of thunderstorm cells, and the organizational mode of convective overturning (e.g.,
upright towers versus sloped plumes). It is argued that the ability of the higher-resolution runs to become
turbulent leads directly to the differences in evolution.

There appear to be no systematic trends in specific fields as resolution is increased. For example, mean vertical
velocity and rainwater values increase in magnitude with increasing resolution in some environments, but decrease
with increasing resolution in other environments. The statistical properties of the simulated squall lines are still
not converged between the 250- and 125-m runs. Several possible explanations for the lack of convergence are
offered. Nevertheless, it is clear that simulations with O(1 km) grid spacing should not be used as benchmark
or control solutions for resolution sensitivity studies.

The simulations also support the contention that a minimum grid spacing of O(100 m) is required for traditional
LES closures to perform appropriately for their design. Specifically, only simulations with 250- and 125-m grid
spacing resolve an inertial subrange. In contrast, the 1-km simulations do not even reproduce the correct magnitude
or scale of the spectral kinetic energy maximum. Furthermore, the 1-km simulations contain an unacceptably
large amount of subgrid turbulence kinetic energy, and do not adequately resolve turbulent fluxes of total water.

A guide to resolution requirements for the operational and research communities is proposed. The proposal is
based primarily on the intended use of the model output. Even though simulations with O(1 km) grid spacing
display behavior that is unacceptable for the model design, it is argued that these simulations can still provide
valuable information to operational forecasters. For the research community, O(100 m) grid spacing is recommended
for most applications, because a modeling system that is well founded should be desired for most purposes.

1. Introduction

Continuing advances in computer resources now al-
low researchers to simulate convective systems with
very high resolution. For example, it is possible to run
a three-dimensional explicit simulation of a thunder-
storm with 1-km grid spacing on a desktop computer
overnight. Presently, horizontal grid spacing of order 1
km is generally considered sufficient to simulate deep
moist convection. This rule of thumb has its basis in a
long history of simulations in which O(1 km) grid spac-
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ing has been utilized [see, e.g., Wilhelmson and Wicker
(2001) for a review]. This resolution also follows from
an analysis of the scales associated with deep moist
convection. A typical thunderstorm cell is of order 10
km in scale in all three directions. Thus, it has been
argued that 1-km grid spacing is sufficient to resolve
the basic thunderstorm structure.

On the other hand, a growing number of studies are
finding a strong (and disturbing) sensitivity of results
when using grid spacing smaller than 1 km. For ex-
ample, Adlerman and Droegemeier (2002) found that
simulations of supercell thunderstorms are very sensi-
tive to horizontal resolution. Among other differences,
they found that the number and duration of mesoscy-
clone cycles changed as grid spacing was decreased
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from 2 km to 105 m. Other recent studies that have
documented changes in results with grid spacing less
than 1 km include Grabowski et al. (1998), Petch and
Gray (2001), and Petch et al. (2002).

Since current massively parallel computing sys-
tems—particularly those at national supercomputing
centers—now make it possible to simulate deep moist
convection with grid spacing on the order of 100 m, it
is natural to ask whether such high resolution is nec-
essary, and at what point simulations of convective pro-
cesses can be considered ‘‘well resolved.’’ Although 1-
km grid spacing captures the basic cumulonimbus struc-
ture, it is clearly insufficient to resolve any intracloud
motions, such as the commonly observed sub-cloud-
scale eddies that comprise much of the makeup of con-
vective clouds. It is not clear whether resolving these
structures affects the fidelity of the overall storm sim-
ulation. It is often assumed that traditional subgrid tur-
bulence parameterizations are accounting for these mo-
tions, although it has never been established that these
techniques are truly appropriate for this purpose. In this
context, a clear theoretical framework to guide the mod-
eling community in configuring cloud models in a man-
ner that will include turbulent processes is desirable.

This paper provides some guidance in the debate over
adequate resolution via an examination of subgrid tur-
bulence modeling. To this end, sections 2 and 3 provide
a theoretical background for three-dimensional numer-
ical modeling of turbulent flows. In support of the the-
ory, numerical simulations have been conducted with
grid spacings from 1 km to 125 m. An analysis of the
results in sections 4 and 5 reveals potential problems
with the commonly used 1-km grid spacing. A summary
of results is provided in section 6 and a recommendation
for what constitutes adequate resolution is presented in
section 7. Suggestions for future research are discussed
in section 8.

2. Simulating turbulent flows

a. Direct numerical simulation

The fundamental challenges of simulating turbulent
flows can be illustrated via the Navier–Stokes momen-
tum equation for incompressible flow,

2]u u]u 1 ]p ] ui ji i5 2 2 1 n , (1)
]t ]x r ]x ]x ]xj i j j

where ui is velocity,1 p is pressure, r is density, and n
is molecular kinematic viscosity (which is assumed to
be constant). The terms involving buoyancy and the
Coriolis force have been neglected, since they do not
affect the conclusions drawn here. Equation (1) is valid
for all scales of motion, from planetary-scale waves of
order 107 m to dissipative eddies of order 1024 m (or
less). If one wishes to simulate a turbulent flow using

1 Einstein summation notation is used.

(1), it is necessary to resolve all scales of motion, in-
cluding the smallest dissipative eddies; this is because
energy is generated primarily by the largest eddies in
the flow, and is dissipated at the smallest scales. It is
not possible to faithfully simulate turbulent processes
without accounting for these two effects (Lilly 1967).

The scale of the dissipative eddies—the Kolmogorov
microscale, h—depends only on n and the rate of dis-
sipation per unit mass («),

1/43n
h 5 (2)1 2«

(Kolmogorov 1941). Since « ù u3/l, where l and u are
the length and velocity scales of the energy-containing
eddies (Tennekes and Lumley 1972), it follows that

l
3/4; R , (3)th

where Rt 5 ul/n is the turbulence Reynolds number. For
deep moist convection, u is of order 10 m s21 and l is
of order 104 m. Thus, Rt is of order 1010. Based on (3),
the scale of the dissipative eddies (h) is about 3 3 1024

m, meaning that approximately 0.1-mm grid spacing
would be required to resolve all motions in deep moist
convection. This is clearly beyond the capabilities of
computers available today, or in the foreseeable future.
Corrsin (1961) is usually acknowledged as the first to
point out the hopelessness of directly simulating large
Reynolds number flows. An alternative to direct nu-
merical simulation of deep moist convection is neces-
sary.

b. Filtered Navier–Stokes equation

As first proposed by Lilly (1967), in lieu of repro-
ducing all scales of a turbulent flow, one can integrate
a flow in which small-scale details are removed from
the solution. If the scale of the filtering operator is much
larger than h, it is possible to have manageable grids
that can be integrated with available computers. Dear-
dorff (1970a) was the first to use this approach. He
applied it to turbulent channel flow, removing the small
scales by formally averaging the solution fields over the
elemental volume of the numerical grid mesh. Leonard
(1974) generalized this to spatial filtering and discussed
several types of filter functions, including the ‘‘top-hat’’
form corresponding to Deardorff’s grid-volume aver-
aging.

A governing equation for a filtered flow can be de-
rived by spatially filtering (1). The type of filter used
is not important here, as long as the filtering operation
commutes with differentiation. The result is

rr r 2 r](u u )]u 1 ]p ] ui ji i5 2 1 n , (4)
]t ]x r ]x ]x ]xj i j j

where a superscript r refers to a resolved-scale (tech-
nically, filtered) variable. The viscous term [last on the
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right-hand side of (4)] can be neglected, since the scales
at which it is important have been removed.

Equation (4) cannot be integrated directly since it
involves an unknown term, (uiuj)r. However, this term
can be rearranged by noting that ui is the sum of re-
solved-scale and subgrid-scale components,2

r su 5 u 1 u ,i i i (5)

so the unknown term can be written as

r r r r r s r s r r s s r(u u ) 5 (u u ) 1 (u u ) 1 (u u ) 1 (u u ) . (6)i j i j i j i j i j

The first term on the right-hand side of (6) can be de-
termined on the model grid. However, it is often in-
convenient to do so, especially when the numerical mod-
el is based on finite differencing techniques. This is
because filtering is rarely carried out explicitly in spa-
tially gridded finite-difference-based models [see, e.g.,
the discussion in the introduction of Mason and Brown
(1999)]. More specifically, the first term on the right-
hand side of (6) requires multiplying two filtered fields,
and then filtering the resulting product. This can be
accomplished relatively easily in a spectral or psuedo-
spectral model, [as is done in the model of Moeng
(1984)], but cannot be carried out in a numerical model
in which the filtering is implied. Therefore, (6) is often
rewritten as

r r r r r r r r r s r s r r(u u ) 5 u u 2 u u 1 (u u ) 1 (u u ) 1 (u u )i j i j i j i j i j i j

s s r1 (u u )i j

r r5 u u 1 t (7)i j i j

where

r r r r r r s r s r rt 5 [(u u ) 2 u u ] 1 [(u u ) 1 (u u ) ]i j i j i j i j i j

s s r1 (u u ) . (8)i j

The first bracketed term on the right-hand side of (8)
is the Leonard stress, the second bracketed term is the
cross-term stress, and the final term is the Reynolds
stress.

The final form of the filtered Navier–Stokes equation
can thus be written as

r rr r]u u ]t]u 1 ]pi j i ji 5 2 2 2 . (9)
]t ]x ]x r ]xj j i

All variables in (9) are available on the model grid
except for t ij, which must be accounted for via param-
eterization. The purpose of this analysis is not to explain
how t ij is approximated and (9) is integrated; indeed,
there are many methods for doing so [see, e.g., section
5.4 in Tannehill et al. (1997)]. Rather, the main point
to be stressed here is that the Navier–Stokes equation,
(1), cannot be integrated on a computer due to computer

2 Technically, these two components should be referred to as filtered
instead of resolved scale, and as subfilter scale instead of subgrid
scale. However, we will make use of the common terminology here.

resource limitations. A new equation, the filtered Na-
vier–Stokes equation, is developed that can be inte-
grated with available resources. The new equation, (9),
contains an unknown term, t ij, that must be parameter-
ized. This is the essence of the ‘‘turbulence closure prob-
lem’’ for cloud-resolving models.

The use of (9) with a parameterization for tij is now
known as large-eddy simulation (LES). LES has been
used successfully to simulate many types of turbulent
flows, including geophysical and engineering flows. Al-
though it is not widely acknowledged, cloud-resolving
models have used LES techniques for decades. For this
reason, LES will be addressed in the remainder of this
study.

3. Large-eddy simulation

The traditional3 subgrid model for LES plays two
roles. The first is to specify the subgrid flux. In (9), tij

can be interpreted as the subgrid kinematic momentum
flux with being the resolved kinematic momentumr ru ui j

flux. The second role is to transfer kinetic energy from
resolved scales to unresolved scales. In the inertial sub-
range, the second role is considerably more important,
because the small eddies carry negligible flux but are
key players in the cascade of energy to smaller scales.
For this reason, traditional LES of large Rt flows as-
sumes that the grid spacing (D) is much larger than the
small dissipative eddies of scale h, but much smaller
than the large energy-containing eddies of scale l, that
is,

l k D k h. (10)

A grid spacing within these two scales ensures that the
simulation resolves the eddies that contain most of the
kinetic energy and carry most of the flux in turbulent
flows: hence, the name large-eddy simulation.

For a more thorough review of LES, the reader is
referred to Rogallo and Moin (1984) and Moeng (1984).
For the purposes of this work, it is sufficient to present
two aspects of (10) that are relevant to the issue of
adequate resolution:

Assumption 1—The grid spacing (D) is well within
the inertial subrange; and

Assumption 2—the scale of the phenomenon to be
simulated ( l) is much larger than the grid spacing4

(D).

3 In this study, the terms traditional subgrid model, traditional LES,
and traditional closure refer specifically to LES modeling with the
Smagorinsky–Lilly inertial-subrange-based closure (Smagorinsky
1963; Lilly 1967). This includes the turbulence kinetic energy scheme
of Deardorff (1980).

4 Actually, D here should be the model’s filter scale, not the model’s
grid spacing. As noted by Mason and Brown (1999), the filter scale
is slightly larger than the grid spacing, but of the same order of
magnitude. For this qualitative discussion, we will assume that the
filter scale and the grid scale are approximately equal.
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In the inertial subrange there is a scale-independent
mean rate of transfer of kinetic energy per unit mass,
from large scales to smaller ones, destined to be dis-
sipated at rate « in the smallest eddies of scale h. In
LES, it is considered sufficient to resolve the large en-
ergy-containing eddies while parameterizing the rate of
energy transfer to subgrid scales. In other words, it is
assumed that one end of the energy cascade is resolved
on the model grid, and the other end can be accounted
for through a subgrid model.

The second assumption can be interpreted following
Wyngaard (1982). Specifically, if the effect of the sub-
grid eddies on the resolved ones is represented through
an eddy diffusivity K, then one expects K ; usls, the
product of the velocity and length scales of the subgrid
turbulence. If the filter scale D lies in the inertial sub-
range, ls ; D and us ; («D)1/3 (Tennekes and Lumley
1972). Thus, K ; «1/3D4/3 and the resolved flow has a
Reynolds number of order

ul ul
R ; ; . (11)t 1/3 4/3K « D

Since « ; u3/l, this becomes

4/3l
R ; . (12)t 1 2D

For the resolved flow to be turbulent it is necessary that
Rt k 1, which requires l k D.

It has been unclear whether cloud-resolving models
(CRMs) with D ; 1 km satisfy assumptions 1 and 2.
Nevertheless, the subgrid turbulence closures used in
most CRMs have been taken directly from LES models.
The main reference used to justify this design appears
to be Klemp and Wilhelmson (1978). Several arguments
were put forth by Klemp and Wilhelmson in support of
this strategy, although they acknowledged that it may
not be entirely appropriate to do so. For example, they
note that their subgrid closure is ‘‘. . . based on the
existence of a grid scale within the inertial subrange and
with present resolution [1 km] this requirement is not
satisfied.’’ The computational resources available at the
time made it impossible for Klemp and Wilhelmson to
utilize higher resolution. Furthermore, it is still unclear
where the inertial subrange begins in deep moist con-
vection. The most relevant studies are probably those
of Droegemeier et al. (1994, 1996) and Lilly et al.
(1998); they did not find clear evidence of an inertial
subrange in simulations of supercell thunderstorms,
even with grid spacing as small as 250 m.

An evaluation of the two relevant length scales (l and
D) used in planetary boundary layer (PBL) modeling
may provide valuable guidance for the present study.
LES has been used successfully to study the PBL for
more than 30 yr, beginning with the studies of Deardorff
(1970b,c). In these studies, l ; 1000 m (the depth of
the boundary layer), and D ; 10 m (a typical order-of-
magnitude grid spacing). Since l/D ; 100, assumption

2 is satisfied, Rt is large, and the simulated flow is tur-
bulent. Note that even though Reynolds numbers for
LES studies are much smaller than geophysical values
of Rt (i.e., 102–103 as opposed to 108–1010), one still
expects the simulated flow to be representative of the
physical counterpart due to Reynolds number similarity
(see, e.g., Tennekes and Lumley 1972). That is, once a
critical Reynolds number is exceeded, the inertial forces
in the flow are much larger than the viscous forces, and
the mean properties of the flow cease to change signif-
icantly with further increases in Rt.

In contrast to the PBL studies, for many cloud mod-
eling studies l ; 10 km (a typical depth and width of
a thunderstorm) and D ; 1 km. Since l/D is only ; 10,
assumption 2 is probably not satisfied. Thus, the Reyn-
olds number could be too small for the flow to be fully
turbulent.

Considering that a l/D ratio of about 100 evidently
works well for LES studies of the PBL, it seems rea-
sonable to use this relationship as guidance for the cloud
modeling community. For l ; 10 km, the relationship
suggests that 100-m grid spacing may be necessary for
it to lie in the inertial subrange and for the LES closure
to be appropriate for simulations of deep moist con-
vection. One primary goal of the following simulations
was to simulate deep moist convection with grid spacing
of order 100 m to test this hypothesis.

Before proceeding, it is noted that Droegemeier et al.
(1997) came to a similar conclusion based on their su-
percell simulations. Using 2-km grid spacing, the sim-
ulated storm was rather smooth and ‘‘unremarkable’’ in
terms of details that are expected in turbulent overturn-
ing. In contrast, a simulation with 250-m grid spacing
contained much finer detail. Droegemeier et al. (1997)
conclude that with 250-m grid spacing the turbulent
features in deep moist convection are beginning to be
explicitly resolved. The studies of Droegemeier et al.
(1994, 1996, 1997) and Lilly et al. (1998) also conclude
that more work in the area is warranted. For example,
several statistics computed from their simulations (such
as energy spectra) did not show convergence between
resolutions, suggesting the need to explore simulations
with grid spacing smaller than 250 m. The lack of a
clear inertial subrange in their analyses is also unset-
tling, and further supports the need to explore higher
resolution.

The recent study of Stevens et al. (2002) also supports
the arguments put forth in this section. For numerical
simulations of shallow cumulus convection, they found
that decreasing the horizontal grid spacing to 20 m or
less was required to adequately resolve entrainment pro-
cesses. By comparing output from simulations with hor-
izontal resolutions between 80 and 10 m, they argue
that resolution of O(10 m) is ‘‘required to obtain mean-
ingful cloud statistics’’ of shallow cumulus. Given a
boundary layer depth ( l) of ;1500 m, their simulations
support our argument in favor of a l/D ratio of about
100.



2398 VOLUME 131M O N T H L Y W E A T H E R R E V I E W

4. Design of numerical simulations

In this study, numerical simulations of squall lines
are utilized to investigate the turbulent properties of
deep moist convection. The quasi-two-dimensional
structure of squall lines is advantageous for this purpose,
since the numerous deep convective cells in the along-
line direction provide many realizations of turbulent
overturning at any instant in time. The implied statistical
homogeneity in the along-line direction facilitates the
statistical analyses to be presented later, which are used
to assess the appropriateness of LES modeling.

The choice to simulate squall lines also allows for
comparison with the study of Weisman et al. (1997).
Their study has since served as the primary justification
for the use of O(1 km) grid spacing to simulate deep
convective processes. Due mainly to limitations in com-
puting resources, the highest-resolution simulation of
Weisman et al. (1997) utilized 1-km grid spacing, which
they used as the ‘‘ground truth’’ to evaluate coarser-
resolution simulations. One goal of this new study is to
explore the resolution dependence of squall-line simu-
lations at an order of magnitude higher resolution, that
is, with grid spacing of O(100 m). Furthermore, the
validity of using O(1 km) simulations as truth is also
addressed with these new simulations.

The numerical model used for this study is described
in Bryan and Fritsch (2002) and Bryan (2002). The
governing equations are integrated using the Runge–
Kutta technique as formulated for compressible models
by Wicker and Skamarock (2002). All simulations use
fifth-order spatial discretization for the advection terms.
No additional artificial diffusion is applied. The subgrid
turbulence parameterization is nearly identical to that
presented in Deardorff (1980). Simulations were con-
ducted using horizontal grid spacing of 1 km, and 500,
250, and 125 m. For the 1-km simulation, the vertical
grid spacing was 500 m. For all other resolutions, the
vertical grid spacing was the same as the horizontal.

The model domain is 300 km long in the across-line
(west to east) direction, and is 60 km long in the along-
line (south to north) direction. The lateral boundary con-
ditions in the across-line direction are open-radiative,
and permit gravity waves to exit the domain with min-
imal reflection. The lateral boundary conditions in the
along-line direction are periodic, which allows the
squall line to extend across the entire domain in this
direction. The vertical extent of the domain is 18 km.
The lower boundary is a flat, rigid surface, as is the
upper boundary. A Rayleigh damping layer (Durran and
Klemp 1983) is applied in the upper 4 km of the domain
to damp gravity waves that propagate upward above the
convection.

The squall line is initiated with a north–south line
thermal. The perturbation has a maximum amplitude of
2 K, and is located 1.5 km above ground. The pertur-
bation decreases to zero in a radius of 10 km horizon-
tally and 1.5 km vertically. Small potential temperature

perturbations of maximum amplitude 0.2 K are inserted
into the line thermal to allow three-dimensional flows
to develop. Over the remainder of the domain the initial
conditions are horizontally homogeneous.

The design of the simulations is similar to that of
Weisman et al. (1997), except that a line thermal is used
to initiate convection rather than a surface-based cold
pool. To build upon their work, the same analytic tem-
perature and moisture profiles (Weisman and Klemp
1982) were used in all simulations. Furthermore, the
three wind profiles used by Weisman et al. (1997) are
also used here. One features 17.5 m s21 of across-line
shear over the lowest 2.5 km, and will hereafter be
referred to as the strong-shear profile; the second has
10 m s21 of shear over the lowest 2.5 km, and will be
referred to as the weak-shear profile; the third has 25
m s21 of shear over the lowest 5.0 km, and will be
referred to as the deep-shear profile. There is no initial
flow in the along-line direction. Experience has shown
that these three wind profiles allow the development of
a broad range of convective organization. This is im-
portant for the present study, since it allows us to address
whether the results are dependent on a specific mode of
convective overturning.

The simulations use the Kessler (1969) microphysical
model (as presented in Klemp and Wilhelmson 1978),
which considers only the liquid phase. Simulations with
ice processes would have approximately doubled the
computational requirements; although this was within
the capability of the computing facilities available for
this study, it was decided that the limited resources
would be better spent on a larger number of runs with
different environmental conditions and resolutions. No
atmospheric radiative heating is considered, nor are
there any surface fluxes. This design allows the envi-
ronmental conditions to remain steady during the sim-
ulation. Free-slip conditions are specified at the lower
and upper boundaries. The Coriolis force is not consid-
ered, due to the (relatively) short simulation time of 180
min.

The grid mesh for the 125-m simulations is 2400 3
480 3 144 grid points, or 1.66 3 108 total grid points.
This is (obviously) a large problem. Fortunately, today’s
massively parallel computing systems make this prob-
lem tractable. The simulations were integrated using 128
processors of the National Center for Atmospheric Re-
search IBM SP RS/6000. The total wall-clock time for
the integration was 84 h, which is a reasonable amount
of time to wait for a simulation. Considering the ongoing
advancements in computing power, we suggest that sim-
ulations using O(100 m) grid spacing are not as un-
reachable as most probably assume.

5. Results

a. Instantaneous fields

Overall, it has been found that details of the simulated
squall lines can change significantly as resolution is in-
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TABLE 1. Sensitivity of various properties to resolution and shear.
All values were calculated 180 min into the simulations.

Grid
spacing

(m)
Rainfall

(3 109 kg)

Maximum
cloud top

(km)

Maximum
lapse rate
(K km21)

Avg x-location
of surface gust

front (km)

Us 5 10 m s21 over 2.5 km (weak shear)
1000

500
250
125

94.1
98.5
96.5
95.3

14.75
14.75
14.38
14.06

15.1
24.3
31.8
58.8

219.6
220.7
222.6
216.0

Us 5 17.5 m s21 over 2.5 km (strong shear)
1000

500
250
125

96.8
97.9
98.5
94.7

15.75
15.25
14.38
14.06

14.8
18.8
32.7
52.4

203.3
207.7
213.7
213.2

Us 5 25 m s21 over 5 km (deep shear)
1000

500
250
125

90.9
110.8
105.5
107.1

14.25
15.25
15.63
14.31

18.2
17.3
31.6
63.8

191.4
198.4
198.2
199.7

creased, including precipitation distribution and
amount, convective cell structure, and mesoscale flow
patterns. Depending on the intended use of a numerical
simulation, the changes may be more significant for
some purposes than others. For example, values of total
precipitation, cloud depth, and gust front speed (used
as a proxy for system propagation speed) vary by 5%–
20% for all three shear profiles studied here (Table 1).
On the other hand, the maximum lapse rate (i.e., the
maximum value of G 5 2]T/]z at any grid point in the
domain) more than triples from the 1-km simulation to
the 125-m simulation. Bryan (2002) used numerical
simulations to investigate the thermodynamic properties
of the convective region of squall lines; the conclusions
drawn from a simulation with 1-km grid spacing would
have differed significantly from conclusions drawn from
a simulation with 125-m grid spacing. Bryan (2002) also
showed that the high values of lapse rate (i.e., exceeding
40 K km21) are physical, and result from the lifting of
moist absolutely unstable layers by intense updrafts in
a process analogous to vertical divergence frontogenesis
(see, e.g., Bluestein 1986, his Eq. 9.11, term 12).

The processes that cause these differences in squall-
line structure and evolution are being investigated, as
it is impossible to explain all of these results in one
study. Nevertheless, in a general sense, we believe that
the ability of the higher-resolution runs to become tur-
bulent is playing a primary role in creating these dif-
ferences. For example, the lower-resolution simulations
often exhibit plumes of high equivalent potential tem-
perature (ue) that rise from the pre-squall-line boundary
layer in a relatively laminar manner (Fig. 1a). The sub-
grid temperature and moisture fluxes act to diffuse away
this high ue plume, although these traditional subgrid
terms were not specifically designed for this purpose.
In contrast, the instantaneous fields in the higher-reso-
lution simulations are significantly more turbulent (Fig.

1b). Thus, entrainment in updrafts is resolved in the
higher-resolution simulations. Areas of high ue tend to
be smaller and less coherent, as resolved turbulent ed-
dies stretch and distort the ue field.

The results also suggest that the rule of thumb relating
typical cumulonimbus size (;10 km) to the grid spacing
required to resolve it (;1 km) can be inadequate in
some instances. Output from the strong-shear simulation
with 1-km grid spacing features thunderstorm cells of
order 4–6 km in scale—the minimum resolvable by the
grid (Fig. 2a). In contrast the simulation with 125-m
grid spacing features cells about 1–2 km in scale (Fig.
2b). In some conditions, cells are observed to be of
order 10 km in scale, such as supercell thunderstorms.
Furthermore, the simulations initialized with the other
two wind profiles exhibit cells larger than those pre-
sented in Fig. 2b. Nevertheless, 1-km grid spacing is
clearly not sufficient to resolve thunderstorm cells in
some environments.

The highest-resolution simulations have considerably
more detail than their low-resolution counterparts—a
result that is not surprising. Some features ‘‘collapse’’
onto the grid scale even with 125-m grid spacing, such
as the gust front and sub-cloud-scale turbulent eddies.
Again, this is a result that is expected for three-dimen-
sional simulations of turbulent flow.

It could be argued that the general nature of the over-
turning is the same for the two simulations shown in
Figs. 1–2. That is, the convective region is characterized
as a collection of cumulonimbus clouds. However, this
conclusion does not hold for all of the environments
studied here. For example, the simulations with weak
shear reveal markedly different overturning as resolu-
tion is changed. The 1-km simulation can be charac-
terized as a series of convective towers that form rear-
ward of the surface gust front (Fig. 3a). This state is
found along the entire length of the squall line. In con-
trast, the 125-m simulation is dominated by sloped
plumelike structures, with continuous streams of high
ue air that rise from the pre-squall-line boundary layer
to the upper troposphere (Fig. 3b). This plumelike mode
of overturning is completely absent from the simulation
with 1-km horizontal grid spacing, revealing that the
mode of convective overturning can be different as res-
olution is increased. Although the plumelike overturn-
ing in Fig. 3b appears similar to that of Fig. 1a, cross
sections taken along the line (not shown) reveal the same
differences in turbulent nature as shown in Fig. 2. That
is, the cell in Fig. 3b contains sub-cloud-scale turbulent
overturning on both sides of the plume in the along-
line direction, while the cell in Fig. 1a does not.

The differences in convective organization are illus-
trated further by an analysis of ue in midlevels. The 1-
km simulation does not exhibit any undilute cores at 5
km above ground (Fig. 4a). In fact, it is difficult to
identify the convective cells in the 1-km simulation, as
well as where the convective region ends and the strat-
iform region begins. The 125-m simulation, on the other
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FIG. 1. Across-line cross sections of equivalent potential temperature (ue, in K) from strong-
shear simulations at 180 min using (a) 1000-m grid spacing (at y 5 49) and (b) 125-m grid
spacing (at y 5 56 km).

hand, exhibits clear cellular structures characterized by
undilute cores. Of course, higher-resolution simulations
should be expected to contain more details. A more
appropriate comparison would use the high-resolution
results downfiltered to the coarse-resolution grid. Such
a procedure would better address the question of wheth-
er the two resolutions are producing equivalent struc-
tures. Toward this end, the ue field at 5 km from the
125-m simulation was filtered to the 1-km grid using a
top-hat filter. Other filter types produced the same qual-
itative results. The filtered ue field still maintains a sense
of undilute cores, and a single distinct convective region
(Fig. 4c). Clearly, the 1-km simulation is not producing
the same squall line as the 125-m simulation.

b. Mesoscale structure

Along-line-averaged values of vertical velocity (w)
and rainwater mixing ratio (qr) are shown in Figs. 5–7
for all shears and resolutions investigated here. These
cross sections were calculated relative to the location
of the surface gust front. For the strong-shear simula-
tions, the mean vertical velocity pattern changes mark-
edly as resolution is increased (Fig. 5). With 1-km grid
spacing, high values of w extend continuously from the

cold pool at low levels to the mid and upper levels. For
example, the 3 m s21 contour extends uninterrupted
from near the surface to about 10 km. This pattern gives
the appearance of a single stream of flow from the pre-
squall-line boundary layer to the upper troposphere. As
resolution is increased, the vertical velocity from the
gust front becomes more clearly separated from the mid-
and upper-level pattern. The region of w associated with
the cold pool remains similar throughout the resolutions,
though the w maximum is slightly larger in magnitude
and slightly lower in height as resolution is increased.
On the other hand, the mid- and upper-level w maximum
weakens considerably, from ;4 m s21 in the 1-km and
500-m simulations to only ;2 m s21 in the 125-m sim-
ulation. This weaker w pattern arises even though max-
imum gridpoint values of w (i.e., instantaneous values)
increase as resolution increases.

The mean qr field in the strong-shear simulations also
exhibits trends as resolution is increased (Fig. 5). Spe-
cifically, the qr maximum weakens in magnitude and is
located farther behind the gust front as resolution in-
creases. The maximum height of the mean qr field also
lowers as resolution is increased, from ;12 km with 1-
km grid spacing to ;10 km with 125-m grid spacing.
This change in rainwater field is consistent with changes
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FIG. 2. The same as in Fig. 1 except along-line cross sections using (a) 1000-m grid spacing
(at x 5 200 km) and (b) 125-m grid spacing (at x 5 207 km).

in the vertical velocity field, which also lowers as res-
olution is increased.

Mean fields from the simulation initialized with weak
shear also change significantly as resolution is increased
(Fig. 6). In this case, however, the trends are opposite
to the trends from the strong-shear simulation. For ex-
ample, the mean vertical velocity increases in value and
in height as resolution increases. The rainwater field also
generally increases in magnitude and extent (again, op-
posite the trend in the strong shear simulations). Based
on these results, it does not seem likely that one could
correct systematic biases in 1-km simulations in a simple
manner.

Earlier, it was noted that the convective overturning
in weak shear changed from a series of upright cells to
a single undilute plume (as shown in Fig. 3) as resolution
increased. The net effect of this change in convective
mode is highlighted in the mean cross sections. Most
notably, the 1-km simulation (Fig. 6a) fails to reproduce
the overall pattern shown in the 125-m simulation (Fig.
6d). The 500- and 250-m runs do reproduce this struc-
ture. The instantaneous fields reveal that the 500- and
250-m simulations contain deep convective plumes that
are similar to those in the 125-m simulation, though
some details are different.

For the deep-shear simulations, the overall mesoscale
structure of the squall line is similar over the various
resolutions, although the magnitudes are markedly dif-
ferent (Fig. 7). In this case, both mean w and qr increase
in magnitude as resolution is increased. As in all other
shear profiles, an exact (or even approximate) conver-
gence has not been achieved as grid spacing changes
from 250 to 125 m. This lack of convergence, also noted
in the Droegemeier et al. (1994, 1996) studies, is un-
settling. The statistical properties5 of a turbulent flow
are expected to converge at some resolution owing to
(12) and Reynolds number similarity (Tennekes and
Lumley 1972). That is, statistical properties of the flow
(such as mean circulation, as expressed by line-averaged
vertical velocity in Figs. 5–7) are not expected to change
significantly after a critical Reynolds number is ex-
ceeded. The lack of convergence between 250- and 125-
m simulations suggests the need for still further study
at even higher resolution.

5 As opposed to specific details of a turbulent flow, which have
only been observed to converge under very controlled conditions such
as a constant prescribed diffusion (e.g., as in Straka et al. 1993).
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FIG. 3. Across-line cross sections of equivalent potential temperature (ue, in K) from weak
shear simulations at 180 min using (a) 1000-m grid spacing (at y 5 45) and (b) 125-m grid
spacing (at y 5 49 km).

c. Systemwide flux profiles

Weisman et al. (1997) calculated mean flux profiles
over a large subdomain encompassing the entire con-
vective system. Their simulations, using grid spacings
from 12 km to 1 km, showed a convergence as grid
spacing of order 1 km was approached. For most wind
profiles, they found that simulations with 4-km hori-
zontal grid spacing reproduced the structure and mag-
nitude of mean flux profiles found with 1-km horizontal
grid spacing, which was considered the benchmark (or
control) solution.

To facilitate a comparison of the conclusions of Weis-
man et al. (1997) with those of the present study, the
same flux profiles were calculated here. Profiles of ver-
tical temperature flux ^w9u9& and vertical kinematic mo-
mentum flux ^w9u9& are presented in Figs. 8 and 9.
Primes refer to deviations from the base state (i.e., the
initial horizontally homogeneous conditions). The an-
gular brackets signify horizontal averaging, which ex-
tends from 50 km ahead of the surface gust front to 100
km behind the surface gust front. This area is slightly
smaller than that used by Weisman et al. (1997); theirs
extended from 100 km ahead to 100 km behind of the
gust front. A smaller averaging area was necessary here

due to the smaller overall domain size. The missing 50
km here should not affect the patterns of heat and mo-
mentum flux, since the conditions this far ahead of the
squall line are rather quiescent. However, the magnitude
of the maximum values are expected to be larger in this
study. The smaller extent of the domain in the along-
line direction [60 km here, as opposed to 160 km in
Weisman et al. (1997)] should not affect conclusions
drawn here, although the flux profiles are less smooth
due to the limited averaging area.

Results reveal that a convergence has clearly not been
achieved at 1 km, since the flux profiles change with
increases in resolution. The nature of the change is dif-
ficult to generalize, however. The exception is the
strong-shear simulations, for which the vertical fluxes
^w9u9& and ^w9u9& decrease in magnitude as resolution
increases (Figs. 8a and 9a). The change in ^w9u9& is
stunning, from a maximum of ;6 m2 s22 with 1-km
grid spacing to a maximum of ;2.5 m2 s22 with 125-
m grid spacing (Fig. 9a). For the other shear profiles,
the fluxes tend to increase in magnitude as resolution
is increased from 1 km to 500 m, and then decrease in
magnitude from 500 to 250 m.

Results using 1-km grid spacing clearly have not con-
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FIG. 4. Instantaneous views of ue (in K) at 5 km above ground from weak-shear simulations
after 180 min using (a) 1000-m grid spacing, (b) 125-m grid spacing, and (c) 125-m grid
spacing, where the results have been filtered to the 1000-m grid using a ‘‘top hat’’ filter.
Shading is the same as in Figs. 1–3. The 21 K surface potential temperature perturbation is
included as a black contour, which indicates the approximate position of the surface gust front.

verged. It is concluded that 1-km grid spacing cannot
be used as truth in resolution sensitivity studies. How-
ever, the results presented here do not conclusively show
that 125 m represents a converged solution, either.

d. Energy spectra

To determine whether the arguments made in section
3 are valid—that is, that grid spacing of order 100 m
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FIG. 5. Line-averaged vertical cross sections at 180 min of vertical velocity (contoured) and
rainwater mixing ratio (shaded) from strong-shear simulations using grid spacings of (a) 1000,
(b) 500, (c) 250, and (d) 125 m. The location of the surface gust front is normalized to a
common location before averaging. For vertical velocity, the contour interval is 1 m s21, with
negative contours dashed, and the zero contour excluded.
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FIG. 6. The same as in Fig. 5 except for weak-shear simulations.

is required for the subgrid model to be appropriate—
energy spectra from the strong-shear simulations are
presented. One-dimensional vertical velocity spectra
were computed in the y direction (i.e., along the con-
vective line) at 5 km above ground. Since the squall-

line structure varies considerably in the x direction, it
is not meaningful to average spectra in this direction,
as is typically done in studies of the atmospheric bound-
ary layer (which is statistically homogenous in both
horizontal directions). To obtain robust energy spectra,
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FIG. 7. The same as in Fig. 5 except for deep-shear simulations. Note that the shading
increments are different from those used in Figs. 5 and 6.

while still averaging in a physically meaningful manner,
the spectra presented here were determined by com-
puting one spectrum per minute for 30 min and then
temporally averaging. To ensure that roughly the same
area of the squall line was being analyzed at each time,

the spectra were computed at the y slice that had the
highest vertical velocity variance at each time level,
which at midlevels is always within the convective re-
gion of the squall line.

If assumption 1 is valid—that is, if an inertial sub-
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FIG. 8. Vertical profiles of ^w9u9& (m s21 K) for the various reso-
lutions using (a) the strong-shear wind profile, (b) the weak-shear
wind profile, and (c) the deep-shear wind profile. The four grid spac-
ings are 1 km (thin solid line), 500 m (thick solid), 250 m (long-
dashed), and 125 m (short-dashed). The averaging area extends from
50 km ahead of the surface gust front to 100 km behind the surface
gust front.

FIG. 9. The same as in Fig. 8 but vertical profiles
of ^w9u9& are plotted.
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FIG. 10. One-dimensional (y-direction) vertical velocity spectra at 5 km above ground. The spectra were
computed using output every minute for 30 min (150–180 min). A thick gray line corresponding to a
k25/3 spectrum is included to illustrate behavior that is expected in an inertial subrange. (b) Curves are the
same as those in (a) except information at wavelengths less than 6D have been excluded.

range is present in the model runs—one would expect
to have one-dimensional energy spectra that decrease
with increasing wavenumber as k25/3 beyond the energy-
containing range. All four resolutions display this qual-
itative behavior (Fig. 10a), although the spectra are
slightly shallower than k25/3. On the other hand, the
amplitude and wavelength of the energy peak system-
atically vary: the magnitude increases with increasing

resolution, and the location of this maximum shifts to
smaller scales.

As shown in Fig. 10a, it is possible to determine
spectra for scales as small as 2D. Many figures in the
literature do present this information. However, based
on studies with different model configurations, we have
concluded that information at scales smaller than 6D
does not represent a physical solution for the model
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design used here.6 Although there is no explicit nu-
merical filtering in these simulations, the fifth-order ad-
vection scheme utilized here inherently includes a sixth-
order filter (Wicker and Skamarock 2002). Such a filter
selectively damps features of wavelength less than 6D
(Durran 1999). Through numerical experimentation, it
was found that the slopes of the spectra below 6D are
strongly affected by the intensity of the numerical fil-
tering, and that information below 6D represents a nu-
merical solution that is not relevant to the issues raised
in section 3 (see the appendix for more information).
Therefore, the vertical velocity spectra from Fig. 10a
were also plotted with information at wavelengths less
than 6D excluded; that is, only the physical portion of
the spectra are displayed (Fig. 10b). When viewed in
this manner, the nature of the various resolution simu-
lations becomes clear. The two highest-resolution sim-
ulations (i.e., the runs with 250- and 125-m grid spacing)
display the qualitative behavior that is expected in an
inertial subrange, while the two lower-resolution runs
do not (Fig. 10b). Hence, it can be concluded that the
125- and 250-m runs have an inertial subrange—and
satisfy assumption 1—while the 500- and 1000-m runs
do not. Not only do the coarser-resolution runs not have
an inertial subrange, but the 1-km simulation does not
even resolve accurately the spectral peak in kinetic en-
ergy, which provides further evidence that traditional
LES techniques are not appropriate for grid spacings of
order 1 km. In principle, one could design a subgrid
closure for this regime. An appropriate closure for 1-
km grid spacing should account for unresolved eddies
with energy greater than that represented on the grid.
(In contrast, the LES subgrid model that is used in the
simulations is primarily designed to extract energy from
the resolved scales).

The spectrum from the 125-m run has an inertial sub-
range spectrum slightly shallower than k25/3. It is pos-
sible that the grid spacing is still not small enough to
produce an adequately high Reynolds number. This ar-
gument is supported by the fact that assumption 2 is
not satisfied; the large-eddy scale ( l) determined from
Fig. 10 is about 3 km, which is considerably smaller
than the 10-km value used in the thought experiment at
the end of section 3. To obtain a l/D ratio of about 100,
a simulation with ;30 m grid spacing would be re-
quired. With an appropriately high Reynolds number at
this higher resolution [which follows from (12)], per-
haps the spectrum would rise to k25/3. A lack of a suf-
ficiently high Reynolds number may also explain the
lack of convergence noted in previous analyses. That
is, according to Reynolds number similarity, conver-
gence cannot occur until a threshold Reynolds number
has been exceeded by all simulations (i.e., resolutions).

6 This conclusion does not hold for all model formulations. For
example, a pseudospectral model would be expected to contain a
physical solution at much smaller scales.

e. Appropriateness of traditional LES closure

The appropriateness of using traditional LES closure
with 1-km grid spacing is further addressed by analyzing
the subgrid kinetic energy and subgrid fluxes produced
in the various simulations. As mentioned earlier, tra-
ditional LES assumes that a large percentage of the
kinetic energy and fluxes in a turbulent flow are resolved
on the grid. Analyses were performed to address how
well the various resolution simulations meet these cri-
teria.

The subgrid turbulence kinetic energy, es, is predicted
during the model run using the equations presented in
Deardorff (1980). As in LES studies of the PBL, the
resolved turbulence kinetic energy is defined as er 5
[(u0)2 1 (y0)2 1 (w0)2]/2, where the double prime in-
dicates the deviation from a horizontal average,

r ra0 5 a 2 ^a &, (13)

ar is the resolved variable of interest (such as ur, y r,
wr, etc.), and the angular brackets indicate a horizontal
average. In this section, the spatial average is one-di-
mensional, and is defined to be the along-line average
values relative to the position of the surface gust front.
As an example, ^wr& and ^ & are plotted in Figs. 5–7.rqr

The average field in this study is two-dimensional (x,z),
which is in contrast to studies of the PBL where average
fields are typically one-dimensional (z). The method-
ology here removes the mesoscale squall-line circula-
tion, since this overturning is not relevant to the issues
being addressed here.

To examine the appropriateness of the LES meth-
odology, the ratio of the along-line average subgrid tur-
bulence kinetic energy to total turbulence kinetic energy,

s^e &
, (14)

r s^e & 1 ^e &

is plotted for all resolutions and initial shear profiles in
Fig. 11. In LES, it is desirable to have a low ratio (;10%
or lower). For the simulations with grid spacing of 1000
m, this condition is not met (Figs. 11a,e,i); the ratio
exceeds 20% up to 6 km above ground in the convective
region, and exceeds 70% above the gust front. Output
from the deep-shear simulation produces the best re-
sults, although broads regions of ratio greater than 20%
still exist in the mean (Fig. 11i).

As resolution is increased, the ratio of subgrid energy
to total energy systematically decreases in magnitude
and area for all shears (Fig. 11). With 125 m, this ratio
slightly exceeds 10% over portions of the convective
region, which is generally considered acceptable for
LES. Again, the deep-shear simulation exhibits the low-
est mean ratios (Fig. 11l). Rather large ratios are some-
times found just above the surface gust front, especially
in the weak-shear simulation (Fig. 11h). This is the re-
gion where broad swaths of moist absolute instability
are created (Bryan and Fritsch 2000; Bryan 2002).
These layers tend to be 1–3 km deep, and can be very
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unstable, with lapse rates greater than 10 K km21 in
saturated conditions. Since the length scale of these un-
stable layers is about the same as the depth of the plan-
etary boundary layer, it may be necessary to use O(10
m) grid spacing to resolve turbulence here.

The along-line averages of es (shaded in Fig. 11) de-
crease in magnitude and (generally) decrease in areal
extent as resolution is increased. One interesting aspect
of the highest-resolution simulations is the existence of
high values of es within the cold pool just behind the
surface gust front (see, e.g., the shading in the cold pool
in Figs. 11d and 11h). A corresponding feature is vir-
tually absent from the 1-km simulations, particularly
from the strong-shear run (Fig. 11a). Further analysis
reveals that these high es regions develop in locally
intense shearing zones associated with Kelvin–Helm-
holtz billows near the top of the cold pool. Bryan (2002)
showed that Kelvin–Helmholtz rolls can modify the
properties of the cold pool, which, in turn, modifies the
evolution of the convective system. These rolls do not
occur with grid spacing of 1 km, revealing another rea-
son why 1-km grid spacing is insufficient to accurately
reproduce convective processes in squall lines.

A comparison of the 250- and 125-m simulations re-
veals another possible reason why convergence has not
been achieved between these two resolutions. That is,
in the 250-m simulation the ratio of subgrid energy to
total energy is still rather high, and covers larger areas.
It can be concluded that a well-founded LES regime
has still not been reached with 250-m grid spacing—at
least not over the entire squall line. This conclusion is
corroborated by the energy spectra presented earlier;
although the 250-m simulation resolves an inertial sub-
range, its extent is rather short—only about ¼ of a de-
cade (Fig. 10b).

An analysis of total water flux is also provided to
address the resolution of turbulent fluxes of scalars in
deep moist convection. The vertical component of sub-
grid total water flux is parameterized in the model as

]qtt 5 2K , (15)q ht ]z

where Kh is the subgrid coefficient for scalars, and qt

5 qy1 qc1 qr is the total water mixing ratio (the sum
of mixing ratios of vapor, cloudwater, and rainwater).
The resolved turbulent water flux is w0 . The ratio ofq0t
along-line average subgrid flux to average total flux,

^t &qt , (16)
^t & 1 ^w0q0&q tt

is plotted for all resolutions and shear profiles in Fig.
12. As with the ratios of kinetic energy, the ratios of
water flux are inappropriately large in the 1-km simu-
lations over broad regions. As resolution is increased,
the ratio decreases to acceptable values. In fact, the
ratios are almost everywhere less than 10% in the 125-
m simulations: the exception, again, being within the

layers of moist absolute instability that form over the
gust front. Nevertheless, from a moisture flux perspec-
tive, grid spacing of order 100 m is clearly sufficient to
satisfy the basic assumptions of LES.

6. Summary

Appropriate resolution for simulating deep moist con-
vection is addressed from a turbulence perspective.
Scale analysis reveals that grid spacing of order 0.1 mm
may be required to simulate all scales of a geophysical
turbulent flow. Since this resolution far exceeds the ca-
pabilities of existing computers, another approach is
necessary. If the turbulent field is spatially filtered,
thereby removing small-scale dissipative eddies, the
computing requirements become manageable. However,
the governing equation for a filtered flow contains un-
known subgrid terms that must be parameterized. The
large-eddy simulation (LES) technique is analyzed in
this paper because it has been used to successfully sim-
ulate a wide variety of turbulent flows, and because it
has been used in cloud-resolving models (CRMs) for
decades.

Examination of the assumptions inherent in LES, and
an analysis of the appropriate length scales, suggests
that grid spacing on the order of 100 m is required for
turbulence schemes used in CRMs to be appropriate.
Based on these arguments, numerical simulations of
squall lines were conducted with grid spacings of 1 km,
and 500, 250, and 125 m. In these simulations, specific
details of the squall line change significantly as the res-
olution is increased. In particular, precipitation distri-
bution and amount, phase speed, cloud depth, mesoscale
flow patterns, and stability structure all change sub-
stantially. Further analysis led to the following conclu-
sions:

• With grid spacing of order 1 km, overturning occurs
in a relatively laminar manner. Using grid spacing of
order 100 m, the simulated fields are turbulent, with
resolved entrainment and overturning within clouds.

• The highest-resolution simulations reveal that deep
moist convection may be 1–2 km in scale in some
conditions. Therefore, the ‘‘rule of thumb’’ that 1 km
is sufficient to resolve deep moist convection can be
inappropriate in some environments.

• In some instances, changing grid spacing from 1 km
to 125 m changes the mode of convective overturning.
In one example, the convection changes from a series
of upright convective cells to a single sloped, plume-
like cell with undilute ascent along the axis of the
plume.

• Using filtering and along-line averaging, it is con-
cluded that simulations with 1-km grid spacing are
not producing equivalent squall-line structure and
evolution as compared to the higher-resolution sim-
ulations.

• The trend in specific fields seems to be unpredictable,
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with mean vertical velocity and rainwater values in-
creasing with higher resolution in some environments,
but decreasing with higher resolution in others.

• Systemwide flux profiles reveal that simulations with
1-km grid spacing do not always compare well with
higher-resolution simulations, indicating that 1-km
grid spacing cannot be used as a ‘‘benchmark’’ or
‘‘control’’ solution in resolution sensitivity studies.

• Energy spectra at midlevels reveal that only the 250-
and 125-m simulations contain an inertial subrange.
These results confirm that traditional LES closures are
not appropriate with grid spacing of order 1 km.

• The ratio of subgrid turbulence energy to total tur-
bulence energy further confirms that traditional LES
techniques are inappropriate for grid spacing of order
1 km. On average, this ratio exceeds 10% throughout
most of the squall line. As resolution is increased, the
maximum values and areal extent of this ratio grad-
ually decreases to acceptable values. A similar con-
clusion holds for an analysis of total water flux.

In summary, it is concluded that traditional LES closures
cannot be used to simulate faithfully deep moist con-
vection with grid spacing of order 1 km. This does not
imply a problem with the subgrid model; rather, it is
the common application of this model that is problem-
atic. To be precise, it is argued that cloud-resolving
models, as currently formulated, are not suitable for grid
spacing of order 1 km. The results here suggest that
grid spacing of order 100 m is appropriate, although
further study with grid spacing of 50 m or less is nec-
essary to clarify some issues.

7. Discussion

Some of the analyses here portray a strongly negative
view of simulations with 1-km grid spacing. In partic-
ular, the analysis of energy spectra and the magnitude
of subgrid energy and subgrid water fluxes clearly dis-
play behavior that is unacceptable for the model design.
Nevertheless, it is noted that the 1-km simulations are
able to reproduce the basic squall-line circulation itself,
even if some details are incorrect. In fact, the quanti-
tative and qualitative differences between the 1-km and
125-m simulations are much less than the differences
Weisman et al. (1997) noted between simulations with
1- and 12-km horizontal grid spacing. This is an im-
portant point for the operational forecasting community,
because simulations with quasi-cloud-resolving grid
spacings of 1–4 km are now feasible in real time. Al-
though it may not be possible to accurately predict some
details of convection with 1-km grid spacing—such as
precipitation distribution and amount, and system prop-
agation speed—it could be argued that explicit modeling
of convective systems can (and does) provide useful
information to forecasters.

On the other hand, the research community frequently
uses model output in lieu of observations—as is often

the case for studies of deep moist convection. We argue
that a model configuration that is well founded should
be desired for this purpose. Simulations with O(100 m)
grid spacing provide a greater confidence in the fidelity
of the quantitative results. Furthermore, it is recom-
mended that simulations with 100-m grid spacing should
be used as benchmark or control simulations in reso-
lution sensitivity studies. These simulations also raise
serious doubts concerning the use of simulations with
O(1 km) grid spacing to develop cumulus parameteri-
zations schemes, as advocated by Browning et al. (1993)
and Bechtold et al. (2000). For example, in Figs. 8 and
9, the maximum values of the flux profiles change by
25%–100% as resolution is increased. If output from
O(1 km) simulations cannot be evaluated first against
observations (as suggested by Redelsperger et al. 2000),
then we would recommend against using the data to
develop cumulus parameterizations.

We have found that using O(100 m) grid spacing
provides a richer, more detailed, and more realistic per-
spective on the processes that occur in deep moist con-
vection. For example, the existence of resolved entrain-
ment and overturning clearly provides a more realistic
picture on how convection interacts with its environ-
ment. In addition, with 100-m grid spacing it becomes
possible to resolve certain organized modes of over-
turning, such as Kelvin–Helmholtz waves. Based on our
experience, we argue that conclusions drawn from
O(100 m) simulations can differ markedly from con-
clusions drawn using coarser, nonturbulent O(1 km)
simulations.

An essential point here is that by going to resolutions
of O(100 m), one enables the physical process of cloud
turbulence to occur in simulations of moist convection.
This process is an inherent element of convective over-
turning and is therefore essential in any realistic rep-
resentation of convective processes. It follows that
meaningful simulations of convective processes should
be performed with resolutions of O(100 m).

8. Future work

The lack of convergence with increasing resolution
noted here may be related to deficiencies in the subgrid
model. Cotton (1975) pointed out several inadequacies
in using the traditional Smagorinsky–Lilly–Deardorff
model for simulating deep, moist convection. He sug-
gested replacing the traditional LES scheme with higher-
order turbulence schemes. In support of this conclusion,
Redelsperger and Sommeria (1986) found that ‘‘a well-
designed parameterization scheme can compensate for
some of the model inaccuracies which inevitably arise
from a coarse [O(1 km) grid spacing] resolution.’’
Therefore, in lieu of endlessly pursuing higher resolu-
tion, perhaps future studies should explore the resolution
dependence of simulated convection using nontradi-
tional subgrid models. As a first step, one could inves-
tigate the role of backscatter—the transfer of energy
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FIG. A1. As in Fig. 10a, except only simulations with 125-m grid spacing are analyzed, and the spectra
were computed from 30 to 60 min. The three simulations used sixth-order nondimensional diffusion
coefficients of 3.125 3 1024 (solid), 1.5625 3 1023 (long-dashed), and 1.484 3 1022 (short-dashed).

from subgrid scales to resolved scales—on simulations
of deep moist convection. Mason and Thompson (1992)
found that a model including backscatter improved sim-
ulations of the stable atmospheric boundary layer, but
had negligible impact on simulations of buoyant bound-
ary layers. This suggests that backscatter effects may
not be important in the convective region of squall lines,
which has been the focus of this study.

Future studies should also explore the resolution sen-
sitivity of different types of convection, such as an un-
organized complex of convective cells or perhaps a line
of supercells. It is unknown whether the choice of sim-
ulating squall lines for this study affects the generality
of the conclusions. Furthermore, the simulations herein
evolve independently of any background forcing, such
as that provided by synoptic forcing, terrain, and/or land
surface features. Background forcing may help mitigate
some of the differences with resolution that have been
noted here (such as differences in propagation speed of
a convective system).

The role that the microphysics scheme plays in the
sensitivity of simulations of moist convection is another
uncertainty in the present simulations. Recent studies
by Adlerman and Droegemeier (2002) and Gilmore et
al. (2003, manuscript submitted to Mon. Wea. Rev.) doc-
ument a strong sensitivity in convective evolution to
microphysical formulations, suggesting that the pre-
dictability of moist convection is more than just a prob-
lem of inadequate resolution. Furthermore, recent stud-
ies have documented that certain microphysical equa-
tions have a resolution bias (e.g., Stevens et al. 1996;
Larson et al. 2001), which may be playing a role in the

lack of convergence noted here. This suggests the need
to conduct simulations with a resolution-independent
microphysical scheme (which may not currently exist).
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APPENDIX

Sensitivity of Energy Spectra to
Numerical Diffusion

As discussed in section 5d, we have concluded that
only information at scales greater than 6D in energy
spectra represent a physical solution for our model con-
figuration. In support of this conclusion, a series of sim-
ulations was conducted using 125-m grid spacing and
the same model setup, but over a smaller (24 km 3 24
km) domain. These simulations were initialized with a
cold pool rather than a warm thermal to accelerate the
initial overturning (see Bryan and Fritsch 2001 for the
exact model initialization). Rather than using a fifth-
order approximation for advection, which has an in-
herent dissipation that is proportional to wind speed and
inversely proportional to grid spacing, a sixth-order ap-
proximation to advection was used here. To control nu-
merical noise, an explicit sixth-order filter was applied
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every time step. By varying the constant coefficient in
the explicit filter, physical and computational portions
of the spectra became apparent (Fig. A1). The physical
spectrum extends from the largest scales (24 km here)
to a wavelength corresponding to ;6D; this portion of
the spectrum remains essentially unchanged as the nu-
merical filtering coefficient is varied. In contrast, the
computational portion, which extends from wavelengths
of ;6D to wavelengths of 2D, varies considerably as
the magnitude of smoothing is modified. Thus, it is pos-
sible to create whatever spectral slope the user wishes
below 6D (with this configuration) by changing the mag-
nitude of numerical diffusion in the model. The fifth-
order advection scheme used for the main simulations
of this study is a combination of a sixth-order advection
scheme and a sixth-order filter (Wicker and Skamarock
2002); it follows that information above 6D in the spec-
tra represents a physical solution, while information be-
low 6D represents a numerical solution that is not rel-
evant to the issues raised in section 3.

A study by Harris et al. (2001) further supports this
conclusion. They compared output from an explicit (D
5 3 km) simulation of a line of convection to radar data
of the same case. A power spectrum analysis of the
precipitation fields revealed excellent comparison from
large scales to a scale of about 5D. Harris et al. (2001)
conclude that only information at scales greater than
approximately 5D should be considered useful for most
applications. They also conclude, in agreement with the
present study, that numerical diffusion (both implicit
and explicit) in numerical modeling systems is respon-
sible for the falloff in variability at small scales.
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